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Preface

In spoken language comprehension, the hearer is faced with a more or less con-
tinuous stream of auditory information. Prosodic cues, such as pitch movement,
pre-boundary lengthening, and pauses, incrementally help to organize the in-
coming stream of information into prosodic phrases, which often coincide with
syntactic units. Prosody is hence central to spoken language comprehension and
is “the skeletal structure onwhich the rest of the utterance depends” (Frazier et al.
2006: 248). Accordingly, some models assume that the speaker produces prosody
in a consistent and hierarchical fashion (e.g., Nespor & Vogel 1986). While there
is manifold empirical evidence that prosodic boundary cues are reliably and ro-
bustly produced and effectively guide spoken sentence comprehension across
different populations and languages, the underlying mechanisms and the nature
of the prosody-syntax interface still have not been identified sufficiently. This
is also reflected in the fact that most models on sentence processing completely
lack prosodic information.

This edited book volume is grounded in a workshop that was held in 2021 at
the annual conference of the Deutsche Gesellschaft für Sprachwissenschaft (DGfS).
The five chapters cover selected topics on the production and comprehension of
prosodic cues in various populations and languages, all focusing in particular on
processing of prosody at structurally relevant prosodic boundaries.

With respect to the prosodic cues investigated, the different contributions re-
fer to the most common cues crosslinguistically, such as increased segment du-
ration in phrase-initial position (referred to as domain-initial strengthening in
Napoleão de Souza 2023 [this volume]) and in phrase-final position (referred to
as final lengthening in Ots & Taremaa 2023 [this volume], Huttenlauch et al.
2023 [this volume], and Wellmann et al. 2023 [this volume], referred to as pre-
boundary lengthening in Schubö & Zerbian 2023 [this volume]). Pauses and F0-
related measures, such as F0-range (also referred to as pitch range), and rises, are
also addressed in several studies (Ots & Taremaa 2023 [this volume], Huttenlauch
et al. 2023 [this volume], Wellmann et al. 2023 [this volume]). We have refrained
from unifying the terminology used across individual chapters, especially in the
case of the boundaries themselves. Here, reference is made to prosodic units and



Preface

domains, prosodic phrases, Intonational Phrases, clause boundaries and breaks,
and each contributor defines these terms in the respective chapter as relevant.

Regarding theory and modelling, the contributions by Schubö & Zerbian 2023
[this volume] and Napoleão de Souza 2023 [this volume] deal with the interre-
lation of prosodic boundaries and lexical prominence. Boundary processes are
explored across four languages, and it emerges that the syllable carrying the
main stress serves as an anchor for boundary phenomena. Both studies share
the reference to the work of Katsika (2016) who showed for Greek that stress
on phrase-final words has an effect on boundary-related lengthening but not on
phrase-initial lengthening of the following word. In her proposed (gestural) ac-
count, lexical and phrasal prosody interact in a systematic and coordinated way
at prosodic boundaries.

From a methodological perspective, Schubö & Zerbian (2023 [this volume]),
Wellmann et al. (2023 [this volume]), and Huttenlauch et al. (2023 [this volume])
worked with lists of three names which differ in their syntactic branching. Due
to these parallels in the stimuli, the results of these studies can inform each other
with reference to the Proximity/Similarity Model (Kentner & Féry 2013), specifi-
cally as the Principle of Anti-Proximity is concerned in the rendition of the mid-
dle name with respect to the strengthening of prosodic cues at its boundary.

With respect to the specific aims, research questions and theoretical contribu-
tions of the different studies in this volume, Schubö & Zerbian (2023 [this vol-
ume]) investigate the initiation and scope of pre-boundary lengthening on the
phrase-final word in German. Native adult speakers read out sentences in which
the target word varied with respect to the position of word stress (penultimate
vs. antepenultimate syllable) and the presence/absence of an additional segment
at the end of the word. In result, pre-boundary lengthening was reliably found
on the stressed syllable – and its start was shifted from the onset consonant to
the following vowel of the stressed syllable when a coda consonant was added to
the words with penultimate stress. This indicates that the scope of pre-boundary
lengthening in German is determined by the prosodic structure as well as the
segmental composition of the phrase-final words as it has been claimed for other
languages as well.

Moving away from prosodic boundary phenomena in a single language, a
crosslinguistic comparison of boundary phenomena at the beginning of prosodic
units was undertaken by Napoleão de Souza (2023 [this volume]). This chapter
compares domain-initial strengthening in three lexical stress languages: English,
Spanish, and Portuguese. The study addresses the question of how domain-initial
strengthening is expressed acoustically across the three different languages, and
how it affects the acoustic properties of segments in fully unstressed syllables

vi



in prenuclear post-boundary positions. From the crosslinguistic comparison, the
study concludes that acoustic correlates of boundary marking extend beyond the
initial segment in unstressed CV syllables (in Spanish and Portuguese the vowel
is affected as is the stressed syllable in all three languages).

How prosodic cues can be used by non-native listeners to chunk a speech
stream of a language they do not know compared to native speakers of that
language has been studied by Ots & Taremaa (2023 [this volume]). To this end,
German and Estonian listeners were asked to listen to spontaneous utterances
spoken in Estonian and tomark the point in timewhen they perceived a break be-
tweenwords.While Estonian listeners were guided by clause boundaries marked
by longer pauses and intonational rises, German listeners were also sensitive to
phrase-final lengthening and intensity drop. This indicates that non-native lis-
teners rely on bottom-up processing for prosodic boundary identification, while
native adult speakers also apply their top-down knowledge to chunk the incom-
ing speech stream.

A similar bottom-up processing strategy needs to be applied by newborns and
infants in language acquisition. Wellmann et al. (2023 [this volume]) investigate
developmental changes in the processing of intonation phrase boundaries which
(in German) are mainly characterized by pitch change, final lengthening, and a
silent pause. These cues have been shown to have different weightings in per-
ception in different languages. Between the age of six and eight months, infants’
prosodic processing undergoes an important development: moving away from
the necessity of all of these three cues or a combination of pause and final length-
ening for detection of a boundary to a detection based on a combination of pitch
and final lengthening without a pause. This shift towards more “independence”
from the pause cue reflects a language-specific shift of attention to boundary
markings that are functionally relevant in the to-be-learned ambient language.

Finally, Huttenlauch et al. (2023 [this volume]) investigate how the other end
of the age spectrum affects the realization of intonation phrase boundaries. Here,
the productions of younger speakers of German (Huttenlauch et al. 2021) are com-
pared to older speakers of German while they produced coordinated three-name
sequences without and with internal grouping of the first two names. Both age
groups marked the grouping globally using all three prosodic cues (i.e., F0 range,
final lengthening, and pause) in linewith the Proximity/Similaritymodel by Kent-
ner & Féry (2013). Prosodic grouping was unaffected by age despite age-related
longer absolute durations and larger variability in the productions of older partic-
ipants. Furthermore, as both groups do not or only minimally adapt to different
virtual communication partners, the data support models of situational indepen-
dence of disambiguating prosody (e.g., Speer et al. 2011).

vii



With this volume, we hope to have compiled an interesting compendium on
different prosodic boundary phenomena which comprises crosslinguistic evi-
dence as well as evidence from non-native listeners, infants, adults, and elderly
speakers, highlighting the important role of prosody in both language produc-
tion and comprehension.
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Chapter 1

The patterns of pre-boundary
lengthening in German

 

 

Fabian Schubö &
 

 

Sabine Zerbian
University of Stuttgart

It has been observed for English that pre-boundary lengthening (PBL) is initiated
on the syllable with main stress of the phrase-final word. Furthermore, the results
of some studies suggest that the scope of PBL varies depending on the segmental
composition of the phrase-final word. The present study investigates the scope of
PBL in German. We report on a production experiment that tested for the position
of word stress (penultimate vs. antepenultimate) and the presence/absence of an
additional segment at the end of the word (CV.CV.CV vs. CV.CV.CVC) as predictors
for the initiation of PBL. The results revealed that the initiation of PBL occurred on
the stressed syllable across conditions. Furthermore, PBL was initiated later when
a coda consonant was added to the words with penultimate stress, shifting the
initiation point from the onset consonant to the following vowel of the stressed
syllable. These observations suggest that the nuclear vowel of the main stress syl-
lable serves as an anchor for PBL, but the initiation occurs earlier if the amount of
material between the nuclear vowel and the prosodic boundary is limited. Thus, in
line with findings from other languages, the scope of PBL in German is determined
by the prosodic structure as well as the segmental composition of the phrase-final
word.

1 Introduction

Pre-boundary lengthening (PBL) has been identified as one of the major corre-
lates of prosodic phrasing. That is, segments in phrase-final position are pro-
duced with longer duration than the same segments in phrase-medial position.
This effect has been attested a stable correlate of boundary production and a reli-
able cue for boundary perception (e.g., Petrone et al. 2017). The observation that

Fabian Schubö & Sabine Zerbian. 2023. The patterns of pre-boundary length-
ening in German. In Fabian Schubö, Sabine Zerbian, Sandra Hanne & Isabell
Wartenburger (eds.), Prosodic boundary phenomena, 1–34. Berlin: Language
Science Press. DOI: 10.5281/zenodo.7777526
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PBL occurs in various languages, involving different prosodic systems, suggests
that it might be a universal phenomenon (see, e.g., Vaissière 1983). At the same
time, it has been found that PBL is implemented language-specifically with ref-
erence to the given phonological system, which suggests that it must be learnt
by speakers (e.g., Nakai et al. 2009 with regard to Northern Finnish).

It has been found that PBL operates primarily on the rime of the phrase-final
syllable. Additionally, in some languages, PBL can affect the material of the
penultimate syllable and even reach until the antepenultimate syllable of the
phrase-final word. The scope of PBL may thus span several syllables. This scope
is henceforth referred to as “PBL domain”. The extent of the PBL domain is con-
nected to aspects of prosodic prominence. In languages with word stress, it has
been observed that PBL is initiated on the last syllable withmain stress preceding
the boundary (e.g., White 2002 for British English). That is, the domain reaches
from the main stress syllable to the end of the phrase-final word. Depending on
the location of this syllable, the point of PBL initiation occurs earlier or later in a
word so that the PBL domain varies in size. Furthermore, it has been found that
the PBL domain is of fixed duration and overlaps with a part of the phrase-final
word (e.g., Byrd & Saltzman 2003 with reference to American English). Thus, the
initiation of PBL differs as to the number (and type) of given segments immedi-
ately preceding the phrase boundary. If material is added to the end of the word,
the initiation point is expected to shift further to the right. As for the tempo-
ral dynamics of the affected segments, a strong tendency towards a pattern of
progressive lengthening has been observed across languages (e.g., Kohler 1983,
Silverman 1990 for German; Byrd et al. 2006 for American English). That is, the
closer the location of the affected segment is to the prosodic boundary, the larger
is the relative amount of lengthening.

The present study investigates the patterns of PBL in German. The aim is to
delineate the PBL domain and the temporal dynamics of the affected material.
We report on a production experiment that tested if (a) prosodic prominence and
(b) the segmental composition of the phrase-final word affect the initiation of
PBL.1 The design controlled for the position of main word stress (penultimate
vs. antepenultimate), the composition of the final syllable rime in words with
penultimate stress (CV.ˈCV.CV vs. CV.ˈCV.CVC), and the presence/absence of a
following prosodic boundary. The results revealed that (a) PBL is initiated on the
stressed syllable across conditions, and that (b) the presence of an additional coda

1A subset of the data gained in this study and a preliminary account were presented in Schubö
& Zerbian (2020). This subset includes the productions from 12 out of 24 subjects comprising
the target words with penultimate word stress. The chapter at hand presents the full dataset
and theoretical account.

2



1 Pre-boundary lengthening in German

consonant in the words with penultimate stress shifts the initiation to the next
segment. Furthermore, our findings suggest a weak form of progressive length-
ening: The amount of PBL gradually increased by tendency, but also showed an
interruption of this pattern in some instances on the material preceding the final
rime. The final rime consistently showed an abrupt increase of lengthening on
the nuclear vowel (independent of the stress pattern). This supports the view that
the final rime has a central role in the implementation of a prosodic boundary
by means of PBL (e.g., Turk & Shattuck-Hufnagel 2007).

The paper is structured as follows: The following subsections summarize the
relevant background from prior studies on PBL. This is followed by an introduc-
tion of the major aspects of German prosody and the statement of the research
question and hypotheses. Section 2 details the methods employed in the produc-
tion experiment and presents the steps in the data analysis. Section 3 presents the
results. Section 4 discusses the findings, also addressing crosslinguistic aspects
and ends with some concluding remarks.

1.1 The initiation and scope of pre-boundary lengthening

The results from several studies suggest that the initiation of PBL is connected
to a specific phonological constituent, such as a syllable or rime. In particular
studies on English have provided evidence for the assumption that the initiation
of PBL occurs on the last main stress syllable preceding the prosodic boundary
(White 2002, Turk & Shattuck-Hufnagel 2007). This effect has been termed the
Word Rime hypothesis, reflecting the observation that the first location of length-
ening often occurs on the vowel or coda consonant of themain stress syllable. For
example,White (2002) tested words like SPECtre and SPECtacle in British English
and found that PBL occurs on the coda consonant of the main stress syllable inde-
pendent of its position. Similarly, Turk & Shattuck-Hufnagel (2007) tested words
like MIchigan and JaMAIca in American English and found that PBL occurs on
the vowel of themain stress syllable. Their study also controlled for the presence/
absence of an accent on the stressed syllable and found that PBL applies to the
main stress syllable independent of the presence of an accent. This suggests that
word stress, and not phrasal stress, is the relevant predictor. Several studies on
different languages observed a pattern that is compatible with theWord Rime hy-
pothesis (e.g., Kohler 1983 for German; Cambier-Langeveld 1997 for Dutch; Krull
1997 for Estonian; Cambier-Langeveld 2000 for British English; Nakai et al. 2009
for Northern Finnish). However, the results from these studies do not provide
independent evidence for this pattern, as alternative explanations could also ac-
count for the data (see below for Kohler’s findings on German). Furthermore, it
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has been found that PBL can be initiated earlier in words with pre-final stress
than in words with final stress, but the initiation point is not necessarily located
on the stressed syllable (Katsika 2016 for Greek).

As for German, most studies that investigated PBL only tested for an effect on
the final syllable (e.g., Peters et al. 2005, Schubö et al. 2015, Petrone et al. 2017).
To our knowledge, only two prior studies addressed the extent of the domain of
PBL in German: Kohler (1983) analysed acoustic speech data from two speakers
who produced the indefinite pronouns eine [ˈaɪ.nə] (‘one’) and einige [ˈaɪ.ni.gə]
(‘some’) in utterance-medial and utterance-final position, respectively. He found
that the initiation of PBL occurred on the stressed syllable in both words. This
is compatible with the Word Rime hypothesis; yet, as the main stress syllable is
initial in both of these words, it could also be the case that PBL operates on the
entire prosodic word in German (see also Silverman 1990 and Turk & Shattuck-
Hufnagel 2007 for this point). Moreover, it is unclear whether PBL also affects
material preceding the utterance-final word. In order to link the initiation of
PBL to the main stress syllable, we must exclude the possibility that the sylla-
ble preceding the disyllabic test word eine also underwent PBL. Silverman (1990)
addressed these problems by comparing the durational patterns in a pair of trisyl-
labic words that differed only as to the location of main word stress. One of the
words comprised penultimate stress (umLAgern ‘to besiege’) whereas the other
one comprised antepenultimate stress (UMlagern ‘to relocate’). In Silverman’s
study, two German native speakers were recorded, who produced these words
six times in phrase-medial and phrase-final position. Silverman’s analysis of the
acoustic speech data revealed that PBL operates on the entire prosodic word in
German. The presence of PBL onmaterial preceding themain stress syllablemust
however be assumed to result from a different factor. Similar to this finding for
German, experimental data on American English also revealed that PBL can oc-
cur on the antepenultimate syllable of a word with penultimate stress (Cho et al.
2013). The variability found in these languages calls for further investigation of
the patterns of PBL.

Some models do not posit a connection between PBL initiation and phono-
logical constituency, but assume that the scope of PBL has fixed duration and
overlaps with the phrase-final material (e.g., Byrd & Saltzman 2003, Byrd et al.
2005, 2006). From this point of view, the PBL domain is aligned with the phrase
boundary at its right edge whereas its left edge is determined by the phrase-
final material in terms of the number and intrinsic length of given segments.
In the framework of Articulatory Phonology (e.g., Browman & Goldstein 1992,
Goldstein et al. 2006), this pattern has been accounted for as resulting from a
clock-slowing gesture, the so-called π-gesture (e.g., Byrd & Saltzman 2003, Byrd
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1 Pre-boundary lengthening in German

et al. 2005, 2006), which slows down the articulatory movements at the end of a
prosodic phrase and thus leads to a lengthening effect. Such models entail that
the initiation of PBL depends on the number of segments overlapped by the PBL
domain or π-gesture (depending on the theoretical account). This predicts that
PBL is initiated at a later point in a word that has an additional consonant in the
final syllable coda than in the same word without the additional consonant. For
example, we would expect a later point of PBL initiation in the word bananas
(comprising a plural suffix) than in the word banana (without the plural suffix).
We will refer to this assumption as the Overlap hypothesis.

In some languages, both phonological constituency and the type of phrase-
final segments have an impact on the scope of PBL. For example, it has been
found for Dutch that PBL mainly occurs on the rime of the final syllable; how-
ever, in case the rime comprises a vowel that is not expandable, such as a schwa,
the initiation point occurs on preceding material (Cambier-Langeveld 1997). A
combination of phonological structure and segmental composition has also been
observed in Japanese: Seo et al. (2019) found that in disyllabic words PBL is ini-
tiated on the vowel of the penultimate syllable as long as it does not contain a
coda consonant. In disyllabic words consisting of two CVN syllables, the initia-
tion point occurs on the coda consonant of the penultimate syllable, which can
be understood as a shift induced by additional phonetic content. Yet, the authors
also attested an impact of the word prosodic structure: In case the words bore a
lexical pitch accent anchored to the initial syllable, there was no effect of PBL on
the final syllable.

These findings on the PBL domain are inconsistent in several ways. This par-
ticularly applies to findings on American English: For example, while Turk &
Shattuck-Hufnagel (2007) observed that PBL has a large scope reaching until
pre-final main stress syllables, Byrd et al. (2006) found that the scope is limited
and that there is no interaction with stress. Furthermore, Byrd & Riggs (2008) ob-
served that the initiation of PBL was shifted to pre-final stressed syllables only
by one out of three subjects. Furthermore, Cho et al. (2013) observed the presence
of PBL on the antepenultimate syllable in a word with penultimate stress. These
inconsistencies call for further research on the initiation of PBL with reference
to the position of main word stress. The reason for these inconsistent findings
might result from differences in the methods used in prior studies, as the stud-
ies differed with regard to aspects such as stimuli, type of data collection, and
number of participants.
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1.2 The amount and distribution of pre-boundary lengthening

Various studies observed a pattern of progressive lengthening towards the phrase
boundary (e.g., Kohler 1983, Silverman 1990 for German; Berkovits 1994 for He-
brew; Byrd et al. 2006 for American English; Nakai et al. 2009 for Northern
Finnish; Seo et al. 2019 for Japanese). That is, the amount of PBL progressively
increases from one segment to the next in the PBL domain, so that the effect is
strongest on the final segment. This pattern might be affected by the expandabil-
ity potential of specific segments; for example, it has been found that oral stops
involve a lower amount of PBL than other types of consonants in American En-
glish (Klatt 1976), Hebrew (Berkovits 1993a,b), and Dutch (Hofhuis et al. 1995). It
has also been found that, once initiated, PBL can be interrupted on intermediate
elements (Cambier-Langeveld 1997 for Dutch; Turk & Shattuck-Hufnagel 2007
for American English). For example, Turk & Shattuck-Hufnagel (2007) found that
American Englishwordswith antepenultimate stress involved PBL on the rime of
the stressed syllable and on the rime of the final syllable, but not on the interme-
diate material. They also observed “a weaker version of progressive lengthening”
(2007: 459), which entails that the amount of PBL globally increases from left to
right, but this increase can be interrupted locally, resulting in a lower amount
of PBL on a segment in comparison to the amount of the prior segment (thus, it
progresses with a “medial dip”).

The progressive lengthening pattern often involves a comparatively large in-
crease of lengthening on the phrase-final syllable, leading to a larger slope of pro-
gressive lengthening in this position (e.g., Klatt 1975, Kohler 1983, Berkovits 1994,
Turk& Shattuck-Hufnagel 2007, Seo et al. 2019). For example, Kohler (1983) found
that German words with pre-final stress involve a considerably larger amount of
PBL on the final syllable (87–176%) than on the penultimate syllable (15–31%). The
data from some production studies suggest that the large amount of increase oc-
curs on the rime of the final syllable: For example, in their study on American
English, Turk & Shattuck-Hufnagel (2007) observed 15 percent of lengthening
on the onset of the final syllable followed by 71 percent of lengthening on the
following syllable rime (mean percentages based on the data from four subjects).
Furthermore, Seo et al. (2019) argue that the final rime constitutes the major unit
for the distribution of PBL in Japanese, showing, among other things, that the
amount of lengthening on the rime of an open syllable (CV) is comparable to the
amount on the rime of a closed syllable (CVN).
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1.3 German prosody

Before turning to the present study, we will briefly outline the prosodic proper-
ties of German. German prosody closely resembles the prosodic system of En-
glish. Syllables may be open or closed and can contain single consonants or
consonant clusters both in onset and in coda position. With a few exceptions,
consonant clusters comply with the Sonority Sequencing Principle (SSP), that is,
the degree of sonority decreases towards the edges of a syllable (see, e.g., Selkirk
1984 for this principle). Voiceless alveolar and post-alveolar obstruents can oc-
cur at the peripheries of a consonant cluster in violation of the SSP. Voiced coda
obstruents undergo devoicing. The rhotic is usually vocalized as [ɐ] in coda po-
sition. Several phonotactic constraints apply, including the prohibition of the
glottal fricative and the palatal glide in coda position (see, e.g., Hall 1992 for an
overview).

Word stress is assigned to either of the last three syllables in a morphologi-
cally simple word; yet, polysyllabic words with final stress are rare in German.
In words with three or more syllables, there is a tendency for penultimate stress
if the penultimate syllable is closed, and for antepenultimate stress if the penulti-
mate syllable is open (Wiese 1996). According to Delattre (1965), German exhibits
a tendency towards word-initial stress, but trisyllabic words do not statistically
differ as to the frequency of penultimate and antepenultimate stress. The most
prevalent phonetic correlate of word stress in German is duration: Vowels and
consonants exhibit longer duration in stressed than in unstressed syllables (e.g.,
Dogil & Williams 1999).

Phrasal stress is assigned with respect to syntactic structure, rhythmic pat-
terns, information structural conditions, and other meaning-related aspects (see,
e.g., Truckenbrodt 2006). Phrasal stress is realized by a pitch accent aligned with
a main stress syllable as well as by longer duration. Different systems employing
Tone and Break Indices (ToBI) are offered in the literature (e.g., Grice et al. 2005,
Peters 2018). For the annotation of tonal events, the present study adopts the
system proposed in Grice et al. (2005), referred to as German Tone and Break In-
dices (GToBI). This system assumes a set of six pitch accents (L*, H*, L+H*, L*+H,
H+L*, H+!H*), two phrase tones (L-, H-), and two boundary tones (L%, H%). Nu-
clear stress is usually assigned to the rightmost phrasal stress position and im-
plemented by means of a pitch accent with relatively larger prominence than
the preceding ones in the utterance. The nuclear pattern at the end of a prosodic
phrase (i.e., the last pitch accent in combination with the following phrase and/
or boundary tone) may express specific pragmatic meanings (see, e.g., Grice et
al. 2005). For example, a pattern involving (L+)H* H-(%) is often employed for
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expressing incompleteness whereas a pattern involving L+H* L-% is often em-
ployed for expressing a contrastive assertion (Grice et al. 2005: 71).

Two levels of prosodic phrasing are distinguished in GToBI, referred to as In-
tonational Phrase (IP) and intermediate phrase (ip), respectively. The former in-
volves a relatively stronger and the latter a relatively weaker prosodic boundary
at its right edge. The prosodic boundaries on both levels can be expressed by
means of boundary tones, PBL and pauses (see Petrone et al. 2017 for a study
on the production and perception of these cues). The pitch movements induced
by boundary tones can involve rising, falling, or falling-rising patterns on the
material between the last pitch accent and the end of the phrase. In utterance-
medial position, they usually involve a rising or falling-rising pattern, whereas
in utterance-final position they usually involve a falling pattern (see, e.g., Truck-
enbrodt 2002, 2007). As stated above, PBL initiation was found on the last main
stress syllable preceding the boundary (Kohler 1983), but there is also some ev-
idence for lengthening of the prior syllable (Silverman 1990). The amount of
lengthening has been found to increase progressively towards the end of the
prosodic phrase (Kohler 1983, Silverman 1990).

1.4 Research questions and hypotheses

The present study investigates the patterns of PBL in German speech production,
addressing the question of what determines the initiation of PBL. Specifically, it
is tested if the initiation of PBL is affected by (a) the position of main word stress
and/or (b) the number of segments in the phrase-final word. The respective hy-
potheses are stated in (1). The statement in (1a) captures the Word Rime hypoth-
esis, which predicts that PBL begins on the last main stress syllable before the
prosodic boundary. Thus, if this hypothesis holds, it is expected that words with
different stress positions differ with regard to the point of PBL initiation and the
scope of the PBL domain. Attesting this pattern for German would strengthen
the assumption that prosodic prominence serves as a predictor for PBL initia-
tion in languages with a stress-based prosodic system. The statement in (1b) is
in compliance with the Overlap hypothesis, which entails that the scope of PBL
is of fixed duration and overlaps with a portion of the phrase-final word. Thus,
if this hypothesis holds, it is expected that additional material at the end of the
word leads to a shift of PBL initiation to a later point, such as the following seg-
ment or syllable. It is also possible that both hypotheses hold, in which case the
initiation of PBL would change in accordance with the position of main word
stress and at the same time would shift to a later position if additional material
is present at the end of the word.
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(1) a. PBL is initiated on the nuclear vowel of the main stress syllable and
persists until the end of the phrase-final word (Word Rime
hypothesis).

b. The initiation of PBL is delayed if a coda consonant is added to the
final syllable (Overlap hypothesis).

Furthermore, this study addresses the relative amount of lengthening among
the segments affected by PBL. According to the Progressive Lengthening hypoth-
esis (2), it is expected that the amount is relatively larger on segments that are
relatively closer to the end of the prosodic phrase; however, given prior findings
from other languages (see §1.2), this pattern might not be applied consistently
so that the relative amount of lengthening locally decreases or lengthening is
completely absent in intermediate positions.

(2) The amount of PBL progressively increases towards the end of the
prosodic phrase (Progressive Lengthening hypothesis).

The predictions were tested by conducting a production experiment, which
is reported on in the next section. The experiment involved the elicitation and
audio-recording of read speech in a laboratory setting. Given the inconsistencies
found in prior studies (see §1.1), we chose to employ a carefully controlled design.

2 Methods

2.1 Stimuli

The stimuli employed in the production experiment were controlled for the po-
sition of main word stress, the presence/absence of a final coda consonant, and
the presence/absence of a prosodic boundary. We employed two types of tar-
get words, which were both trisyllabic proper names. The first type comprised
CV.ˈCV.CV structure, involving penultimate word stress (e.g., RaMOna). These
words were elicited under two conditions affecting the final rime: In one condi-
tion, they were in accusative case and retained their structure. In the other condi-
tion, they were in genitive case and comprised a suffix -s, which is implemented
as a voiceless alveolar fricative in the word-final coda, yielding a CV.ˈCV.CVC
structure (e.g., RaMOnas). The second type of target words comprised antepenul-
timate main word stress (e.g., KArolin). These words varied with regard to the
presence of a coda consonant in the penultimate and/or final syllable. Given that
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proper names with antepenultimate stress and the same internal syllable struc-
ture as the words with penultimate stress are rare in German, we decided to also
include words that deviated with regard to the presence of coda consonants.

Prosodic boundaries after the target wordswere elicited bymeans of lists of the
type [N1 or N2 and N3], which can be interpreted as comprising a left-branching
structure [[N1 or N2] and [N3]] or a right-branching structure [[N1] or [N2 and
N3]]. The target words were in position N2. Prior studies showed that speakers
disambiguate such lists by means of prosodic phrasing, inserting a boundary af-
ter N2 in the left-branching case and after N1 in the right-branching case (e.g.,
Kentner & Féry 2013, Petrone et al. 2017, Huttenlauch et al. 2021 for German;
Wagner 2005, Turk & Shattuck-Hufnagel 2007 for English; see also Huttenlauch
et al. 2023 [this volume] and Wellmann et al. 2023 [this volume]). The lists were
medially embedded in carrier sentences. The sentences were preceded by a short
context story. The branching structure was indicated by setting the list in italics
and underlining its sub-constituents. An example item is given in (3). The target
word of the pair in (3a) involves penultimate stress and lacks a final coda conso-
nant (Ramona). The first sentence comprises a right-branching structure, which
renders the target word in phrase-medial position, and the second sentence com-
prises a left-branching structure, which renders the target word in phrase-final
position. The target word in (3b) involves penultimate stress and a final coda
consonant (Ramonas). In this case, the sentence comprises an elliptic right-node-
raising construction. Finally, the target word in (3c) involves antepenultimate
stress (Karolin). Here, the structure of the sentences is the same as in (3a), but
the first two names are exchanged, so that the name with antepenultimate stress
occurs in N2 position.

(3) a. Ich werde Karolin oder Ramona und Peter einladen.
Ich werde Karolin oder Ramona und Peter einladen.
‘I will invite Karolin or Ramona and Peter.’

b. Ich werde Karolins oder Ramonas und Peters Freunde einladen.
Ich werde Karolins oder Ramonas und Peters Freunde einladen.
‘I will invite Karolin’s or Ramona’s and Peter’s friends.’

c. Ich werde Ramona oder Karolin und Peter einladen.
Ich werde Ramona oder Karolin und Peter einladen.
‘I will invite Ramona or Karolin and Peter.’

The context stories consisted of three to four sentences, as illustrated in (4).
The story in (4a) preceded the sentences in (3a) and (3c). Since the object in (3b)
had a different structure, the context story was slightly modified for reasons of
coherence, as illustrated in (4b).
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(4) a. Max feiert bald seinen Geburtstag. Er hat bereits seine besten Freunde
eingeladen. Nun überlegt er, wen er noch einladen soll, Max denkt:
‘Max will soon celebrate his birthday. He already invited his best
friends. Now he is wondering who else he could invite. Max is
thinking:’

b. Max feiert bald seinen Geburtstag. Er hat bereits seine besten
Freunde eingeladen. Nun überlegt er, auch noch deren Freunde
einzuladen. Max denkt:
‘Max will soon celebrate his birthday. He already invited his best
friends. Now he is considering to invite their friends as well. Max is
thinking:’

In order to facilitate the interpretation of the lists, pictures with drawings of
persons grouped according to the constituent structure were presented below
the target sentences. Figure 1 illustrates the pictures for the sentences in (3a).
The persons were marked with the initial letter of the respective name in the
list (here, Karolin, Ramona, and Peter). The picture in (a) represents the right-
branching structure, where the target word is in phrase-medial position, and the
one in (b) represents the left-branching structure, where the target word is in
phrase-final position.

(a) right-branching structure (b) left-branching structure

Figure 1: Examples of pictures showing persons grouped according to
the constituent structure of the lists. Ramona (R) is the target.

2.2 Design, subjects and procedure

As described above, the design involved six conditions (2 phrase positions ×
2 stress positions + 2 coda conditions). We employed six names with penulti-
mate and six names with antepenultimate stress as target words and created
twelve items of the sort presented in §2.1 (each name occurred in two differ-
ent items). This yielded a total of 72 target expressions, which are given in Ap-
pendix A. Furthermore, we employed 90 filler expressions. The stimuli were
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pseudo-randomized and presented to the subjects in a within-subject design. We
audio-recorded 24 native speakers of German from the Stuttgart area aged be-
tween 18 and 25 years. This yielded 288 productions per condition (12 items ×
24 subjects) and 1,728 productions in total (288 × 6 conditions). The recording
sessions took place in a sound-attenuated booth at the University of Stuttgart
and lasted 44 minutes on average across subjects. The recordings were made dig-
itally with a Sennheiser ME 62 microphone and stored on hard disk inWaveform
Audio File Format (mono sound, 44.1 kHz sampling frequency, 16-bit resolution).

The recording session was self-controlled by the subject using a computer
mouse. During the session, the subject and the experimenter were sitting at a
table, separated by a shoulder-high screen. The stimuli were presented to the
subject one by one on a display screen. The subject was instructed to first read
the context and the target sentence silently and then to decide which of the two
interpretations was indicated by the underlining of the constituents and the pic-
ture given below. After that, the subject started a recording phase of six seconds
by clicking on a button on the display screen and then read the target sentence
out loud. If the subject was not satisfied with the production, he/she could re-
peat it after clicking on the recording button again. In this case, the recording of
the prior production was deleted. The subject was allowed to repeat the produc-
tion of a sentence as often as he/she wanted to. After the recording, the subject
mouse-clicked a different button on the display screen in order to move on to
the next stimulus. The software used for this procedure was written in Python
by the first author.

Furthermore, the elicitation procedure involved a communication task (simi-
lar to Petrone et al. 2017). The subject was instructed to produce the sentences in
such a way that the experimenter could understand which of the two branching
structures was expressed. The experimenter saw a printed list with both alterna-
tives for each sentence and had to assign the production to one out of the two
alternatives by checking a box on the list. The subject did not see the experi-
menter’s decision and no feedback was given. The experimenter identified the
correct structure in 97 percent of cases across subjects and conditions. This pro-
cedure was supposed to make the subjects produce the disambiguating prosodic
cues more reliably, as it has been found that speakers use prosodic cues for dis-
ambiguation in a consistent way only when they are aware of a need for disam-
biguation (e.g., Snedeker & Trueswell 2003, Schubö et al. 2015). We acknowledge
that this procedure might have elicited a focus intonation pattern, as the partic-
ipants were required to communicate one out of two possible structures. Given
that lengthening is also a correlate of focus in German (e.g., Féry & Kügler 2008),
we cannot exclude the possibility that the participants produced focus-related
lengthening in addition to PBL.
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Preceding the recording session, the subjects were familiarized with the type
of sentences and the ambiguity involved. They saw an example for each branch-
ing structure (including the respective underlining of the constituents and the
picture) and read a short text describing the meaning difference. At the begin-
ning of the recording session, the subjects produced five sentences that were not
part of the test material, but involved the same type of ambiguity and indication
of structure. These productions did not enter the analysis and were deleted after
the recording session.

In a prior study on German (Petrone et al. 2017), it was found that an experi-
ment design such as the one employed in the present study leads to a consistent
production of IP boundaries (rather than ip boundaries). We chose to employ a
design of this type in order to consistently elicit IP boundaries. Designs with less
control might cause variation in the type of prosodic boundaries. Given that the
amount of PBL is expected to be larger at relatively stronger boundaries (e.g.,
Peters et al. 2005), such a variation would be problematic.

2.3 Pre-analysis: Pitch accents and boundary tones

A pre-analysis of the intonation patterns on the target words was performed
using the GToBI system (Grice et al. 2005). This was applied in order to verify
that the productions were consistent with regard to phrasal prominence on the
target words and that they involved the expected phrasing patterns. The first
author (who is highly familiar with the intonation patterns of German and the
GToBI system) manually annotated each production as to the presence and type
of pitch accent on the target word. Furthermore, the presence/absence and type
of prosodic boundary immediately following and immediately preceding the tar-
get word was annotated by the first author. The types of pitch accent and bound-
ary tones were identified based on the local shape of the F0 contours, the global
F0 pattern, and the auditory impression of the tonal event. In 30 productions,
the target word was unaccented (19 from the right-branching and 11 from the left-
branching condition). These tokens were excluded from the subsequent analyses,
as the absence of an accent might have affected segment duration. Furthermore,
40 productions (39 from the right-branching and 1 from the left-branching condi-
tion) involved a prosodic boundary immediately preceding the target word (i.e.,
after the conjunction oder ‘or’). These tokens were also excluded from the subse-
quent analyses, as phrase-initial strengthening might have affected the duration
of the word-initial segments. Altogether, 1,658 productions were included in the
subsequent analyses, which corresponds to 96 percent of the collected tokens.
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Table 1 shows the frequency and type of prosodic boundaries realized under
the right- and left-branching condition, respectively, indicated by the boundary
tone types from the GToBI system. As expected, themajority of productions from
the right-branching condition did not involve a prosodic boundary after the tar-
get word whereas the majority of productions from the left-branching condition
did involve a prosodic boundary in this position. In the latter case, the vast major-
ity of instances ended with an H% boundary tone, indicating the presence of an
Intonation Phrase (IP) boundary with a continuation rise at the right edge. Also,
there were 20 productions from the right-branching conditions that did involve
a prosodic boundary after the target word (16 with H%, 3 with H-, and 1 with
L%; see Table 1) and 15 productions from the left-branching condition that did
not involve a prosodic boundary after the target word. These productions were
included in the subsequent analyses and treated as phrase-medial or -final in ac-
cordance with the presence/absence of a boundary tone after the target word.
Thus, the categorization of the productions was based solely on their surface
prosodic pattern and not on the condition under which they were elicited.

Table 1: Frequency of boundary tone types in the right-branching and
left-branching condition

Boundary tone H% H- L% L- none

Right-branching 16 3 1 0 786
Left-branching 821 2 10 4 15

The GToBI annotations revealed that the vast majority of boundary tones sig-
nal an IP boundary (i.e., H% and L%). This is in line with the findings by Petrone
et al. (2017), who used a similar design and observed a consistent use of IP bound-
aries. Our data is thus largely consistent with regard to the phrasing level, which
avoids variation in PBL resulting from different types of boundaries.

Table 2 presents the frequency of pitch accent types on the target word in
phrase-medial position (productions not involving a boundary tone after the tar-
get word) and phrase-final position (productions involving a boundary tone after
the target word). The most frequent type of pitch accent in phrase-medial posi-
tion was H* (𝑛 = 500; 62 percent), followed by L+H* (𝑛 = 191; 24 percent), and
L*+H (𝑛 = 92; 11 percent). In phrase-final position, the most frequent type was
L+H* (𝑛 = 567; 66 percent), followed by L*+H (𝑛 = 241; 28 percent). Only few
monotonal pitch accents occurred in this position. Thus, the target words in the
different phrase positions involve different tendencies as to the distribution of
pitch accent types.We acknowledge that these tendencies might constitute a con-
found that could affect the duration of specific segments in the target words (in
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particular in the stressed syllable and the following one). Testing for a correla-
tion of pitch accent type and segment or syllable duration is beyond the scope of
this study and should be addressed in future research. Moreover, inter-speaker
differences with regard to these aspects should be explored.

Table 2: Frequency of pitch accent types in phrase-medial and phrase-
final position

Pitch accent H* L* L+H* L*+H unclear

Phrase-medial 500 12 191 92 6
Phrase-final 23 25 567 241 1

The penultimate stress wordswith andwithout a final coda consonant (e.g., Ra-
mona vs. Ramonas) were elicited by means of different syntactic structures: The
words with a final coda consonant were part of an elliptic right-node raising con-
struction, whichwas not the case for thewordswithout a final coda consonant. In
order to check if the different syntactic constructions might have induced differ-
ent pitch accent patterns, we compared the frequency of the most common pitch
accent types (H*, L+H*, and L*+H) realized on the words with penultimate stress
with and without a final coda consonant in phrase-medial and -final position,
respectively. Table 3 indicates that both conditions show the same tendencies
with regard to the distribution of pitch accent types for each phrase position. In
phrase-medial position, the most common type in both conditions is H*, followed
by L+H*. Only relatively few instances of L*+H occur in this position. The words
with a final coda consonant were less often produced with an H* and slightly
more often produced with an L+H*, but the relative distribution among the pitch
accent types is similar for both conditions. In phrase-final position, themost com-
mon type in both conditions is L+H* and fewer instances of L*+H were produced
on the words with a final coda consonant, but the relative distribution is similar.

Table 3: Frequency of H*, L+H*, and L*+H in phrase-medial and phrase-
final position for the penultimate stress words in elliptic constructions/
coda present and non-elliptic constructions/coda absent

Phrase-medial Phrase-final

Pitch accent H* L+H* L*+H H* L+H* L*+H

Coda absent 184 76 12 4 190 72
Coda present 133 89 27 10 220 59
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2.4 Analysis

2.4.1 Acoustic speech segmentation

We manually annotated the segment boundaries of the target words based on
spectrographic and waveform information, following the guidelines for acous-
tic speech segmentation provided by Turk et al. (2006). These guidelines suggest
that the locations of the segment boundaries should be identified based on abrupt
spectral changes caused by the onsets and releases of consonantal constrictions
(rather than by voicing criteria). Thus, the segmentation procedure primarily re-
lied on acoustic landmarks that were caused by the consonantal constriction ges-
tures. For example, sibilants were segmented based on the onset and offset of
frication energy whereas nasal stops were segmented based on abrupt spectral
changes at the points of closure and release, marking an abrupt decrease of en-
ergy in comparison to the surrounding vowels. As a secondary cue, the onset and
offset of F2 energy was taken into account, which the guidelines suggest particu-
larly with regard to weak fricatives and pre-pausal or utterance-final vowels. For
visual inspection and annotation, we employed the acoustics analysis software
Praat (Boersma & Weenink 2019). After the annotation process was completed,
the duration values of the intervals defined by the identified consonantal con-
strictions were extracted by means of an automated procedure.

2.4.2 Statistics

For statistical analyses, we employed the software environment R (R Core Team
2018) and the lme4 package (Bates et al. 2015). Separate linear mixed effects (LME)
models were fitted to the data for each type of target word (penultimate stress
with coda, penultimate stress without coda, antepenultimate stress). The models
account for duration as a function of phrase position (levels: medial, final) and
segment position (with interaction term). The levels of segment position in-
cluded all relevant combinations of the syllable position in the word (antepenulti-
mate, penultimate, final) and the internal syllable structure (onset, nucleus, coda).
The interaction term is motivated based on the assumption that the amount of
PBL is relatively larger on segments that are closer to the prosodic boundary. As
random factors, we included intercepts and slopes for subject and intercepts for
item. Due to non-convergence, the slopes for subject were removed from the
model fitted to the data for the words with antepenultimate stress. Significance
between the levels of phrase position was tested at each segment position
by using the multcomp package (Hothorn et al. 2008). The results are presented
below. Model outputs for all coefficients are given in Appendix B.
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3 Results

3.1 The scope of lengthening

Figure 2 presents the duration data for the target words with penultimate stress
and CV.ˈCV.CV structure (e.g., RaMOna). The light boxes show the data from the
productions in phrase-medial position and the dark boxes show the data from
the productions in phrase-final position. The codes above the plots indicate the
significance level of the p-values obtained by the post-hoc comparisons. The box-
plots for the segments in the antepenultimate syllable (C1 and V1) do not suggest
a significant difference between the two phrase positions, and the respective com-
parison did not yield a significant effect (C1: 𝛽 = 3.6, SE = 1.9, 𝑡 = 1.9, 𝑝 = 0.0598;
V1: 𝛽 = −0.1, SE = 1.9, 𝑡 = −0.5, 𝑝 = 0.616). The comparison for C1 was however
near significant. The model estimated a longer duration of 4 ms in phrase-final
position. The boxplots for the consonants and vowels of the penultimate and final
syllable clearly suggest a longer duration in phrase-final position, and the com-
parisons yielded highly significant effects, respectively (C2: 𝛽 = 10.7, SE = 1.9,
𝑡 = 5.6, 𝑝 < 0.001; V2: 𝛽 = 13.9, SE = 1.9, 𝑡 = 7.3, 𝑝 < 0.001; C3: 𝛽 = 8.1, SE = 1.9,
𝑡 = 4.3, 𝑝 < 0.001; V3: 𝛽 = 80.1, SE = 1.9, 𝑡 = 42.2, 𝑝 < 0.001). Thus, phrase
position affected duration in the last four segments, causing an increase in
phrase-final position.

Figure 2: Duration plots (ms) with confidence intervals for the seg-
ments of the penultimate stress words with CV.ˈCV.CV structure (e.g.,
RaMOna) across subjects (*** 𝑝 < 0.001, ** 𝑝 < 0.01, * 𝑝 < 0.05, n.s. not
significant; light boxes: phrase-medial, dark boxes: phrase-final)
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Figure 3 presents the results for the penultimate stress words with a final coda
consonant (e.g., RaMOnas). The post-hoc comparisons did not yield a significant
effect for the segments of the antepenultimate syllable (C1: 𝛽 = 2.2, SE = 2.3,
𝑡 = 1, 𝑝 = 0.323; V1: 𝛽 = −0.5, SE = 2.3, 𝑡 = −0.2, 𝑝 = 0.831). There also was no
significant effect for the onset consonant of the penultimate syllable (C2: 𝛽 = 1.9,
SE = 2.3, 𝑡 = 0.8, 𝑝 = 0.408). The plots for the vowel of the penultimate syllable
and all following segments clearly suggest longer duration in phrase-final than
in phrase-medial position, and the respective comparisons yielded a significant
effect (V2: 𝛽 = 12.9, SE = 2.3, 𝑡 = 5.7, 𝑝 < 0.001; C3: 𝛽 = 5.3, SE = 2.3, 𝑡 = 2.4,
𝑝 < 0.0183; V3: 𝛽 = 65, SE = 2.3, 𝑡 = 28.9, 𝑝 < 0.001; C4: 𝛽 = 56.7, SE = 2.3,
𝑡 = 25.2, 𝑝 < 0.001). Thus, phrase position affected duration in the last four
segments, causing an increase in phrase-final position.

Figure 3: Duration plots (ms) with confidence intervals for the seg-
ments of the penultimate stress words with CV.ˈCV.CVC structure (e.g.,
RaMOnas) across subjects (*** 𝑝 < 0.001, ** 𝑝 < 0.01, * 𝑝 < 0.05, n.s.
not significant; light boxes: phrase-medial, dark boxes: phrase-final)

The results for the target words with antepenultimate stress (e.g., KArolin) are
illustrated in Figure 4. The coda consonant of the penultimate syllable (C3) was
present in only one of the target words (VAlentin) and the coda consonant of the
final syllable (C5) was absent in one of the target words (GIsela). The remain-
ing consonants were present in all target words. The plots for the initial onset
consonant (C1) suggest a slight tendency towards longer duration in phrase-final
position than in phrase-medial position, but the comparison did not yield a signif-
icant effect (C1: 𝛽 = 2.4, SE = 1.8, 𝑡 = 1.3, 𝑝 = 0.187). The plots for all following
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segments (V1–C5) clearly suggest longer duration in phrase-final position than
in phrase-medial position, and the comparisons yielded a significant effect, re-
spectively (V1: 𝛽 = 7.6, SE = 1.8, 𝑡 = 4.1, 𝑝 < 0.001; C2: 𝛽 = 3.6, SE = 1.8, 𝑡 = 2,
𝑝 = 0.0456; V2: 𝛽 = 6.7, SE = 1.8, 𝑡 = 3.7, 𝑝 < 0.001; C3: 𝛽 = 9.2, SE = 4.4, 𝑡 = 2.1,
𝑝 < 0.0359; C4: 𝛽 = 6.8, SE = 1.8, 𝑡 = 3.7, 𝑝 < 0.001; V3: 𝛽 = 51.8, SE = 1.8,
𝑡 = 28.4, 𝑝 < 0.001; C5: 𝛽 = 49.9, SE = 2, 𝑡 = 25, 𝑝 < 0.001). Thus, phrase
position affected duration in all three syllables, causing longer duration in
phrase-final position than in phrase-medial position.

Figure 4: Duration plots (ms) with confidence intervals for the seg-
ments of the antepenultimate stress words (e.g., KArolin) across sub-
jects (*** p<.001, ** p< .01, * p<.05, n.s. not significant; light boxes:
phrase-medial, dark boxes: phrase-final; C3 was present in only one
target word)

3.2 Progressive lengthening

This sub-section presents the results for the distribution of PBL in the target
words based on the estimates provided by the LME models. Figure 5 presents the
amounts of durational increase in phrase-final compared to phrase-medial po-
sition in percentages for the three types of target words. The percentages were
calculated as follows: pct = (coefficient value × 100) ÷ intercept value. The dashed
line presents the amount of increase for the words with penultimate stress and
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CV.ˈCV.CV structure (e.g., RaMOna). The initial onset consonant (C1) involves an
increase of 6 percent. The following vowel involves a decrease of 1 percent. After
that, on the penultimate syllable, the amount of increase rises to 20 percent on
C2 and then slightly falls to 16 percent on V2. On the final syllable, the amount
of increase slightly rises to 17 percent on C3 and then undergoes a large increase
on the final vowel (V3), reaching 81 percent. The dash-dotted line presents the
results for the words with penultimate stress and CV.ˈCV.CVC structure (e.g., Ra-
MOnas). The pattern on the antepenultimate syllable is similar to the prior case.
On the penultimate syllable, there is a relatively small increase on C2 (4 percent),
followed by a larger increase on V2 (14 percent). On the final syllable, the increase
slightly decreases to 12 percent on C3 and then shows a large rise on V3 (63 per-
cent) and further rises on C4 (72 percent). The solid line presents the results for
the words with antepenultimate stress (e.g., KArolin). In this case, the increase
gradually rises from C1 (5 percent) to C3 (18 percent). After that, there is a large
increase on V3 (67 percent) and C4 (104 percent).

Figure 5: Increase of duration in phrase-final position in percent for
the three types of target words across subjects, based on the estimates
provided by the LME models (the data for the coda consonant of the
penultimate syllable in one of the words with antepenultimate stress
is omitted here because the other word forms did not include a coda
consonant in this position)
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Figure 5 illustrates that the relatively small amount on C1 is comparable across
target words. A significant effect was absent in this position across target words.
On V1, the words with penultimate stress show an amount of nearly 0 whereas
thewordswith antepenultimate stress show an amount of 9 percent. The compar-
isons yielded a significant effect only in the latter case. On C2, the types of words
with penultimate stress show different patterns: The words with CV.ˈCV.CVC
structure involve a considerably smaller increase (4 percent) than thewordswith-
out such a consonant (20 percent). On the following vowel (V2) and the conso-
nant after that (C3) both types show a similar amount of increase. On the vowel
of the final syllable (V3), the types of target words with a following coda conso-
nant show a similar amount of increase (63 and 67 percent, respectively) whereas
the target words without such a consonant show a larger amount (82 percent).

It has been found in prior studies that vowels in closed syllables are shorter
in duration than vowels in open syllables (e.g., Jones 1950), which is referred
to as closed-syllable vowel shortening. Thus, the final vowel in the penultimate
stress words might be shorter in duration when a final coda consonant is present
than when it is absent. In order to test how much difference in duration between
the vowels in these conditions must be attributed to this phenomenon, we com-
pared the duration of the final vowel with and without a final coda consonant
in phrase-final position. As shown in Figure 6, the vowels in open syllables were
significantly longer than the vowels in closed syllables. A linear mixed effects
model accounting for duration as a function of coda condition (levels: absent,
present) was fitted to the data of these vowels. Random intercepts and slopes
were included for subject and random intercepts for item. The model estimated
that, in closed syllables, the vowel duration was 10 ms shorter than in open syl-
lables (𝛽 = 10.2, SE = 4.8, 𝑡 = −2.1). The model was tested against a reduced
model without coda condition as a fixed factor by means of a likelihood ratio
test, which yielded a significant effect (𝜒2(1) = 4.11, 𝑝 = 0.043). The smaller
amount of increase in V3 with a following coda consonant might be related to
the fact that the vowel is inherently shorter as well as with the fact that another
segment is following (C4, which shows an even larger amount of lengthening).
A detailed exploration of a connection between closed syllable shortening and
the patterns of PBL is beyond the scope of this study and should be addressed in
future research.
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Figure 6: Duration plots (ms) with confidence intervals for the vowel
of the final syllable in the penultimate stress words with and without
a final coda consonant across subjects (* 𝑝 < 0.05)

4 Discussion and conclusion

4.1 Initiation and scope of PBL

The results suggest that word stress affects the initiation and scope of PBL in Ger-
man. The initiation of PBL occurred on the main stress syllable across conditions,
resulting in a later initiation point inwordswith penultimate stress than inwords
with antepenultimate stress. This pattern supports the assumption that the posi-
tion of main stress serves as an anchor for PBL. The findings, however, deviate
from the prediction of theWord Rime hypothesis in one respect: As stated in (1a),
this hypothesis predicts that PBL applies to the nuclear vowel of the main stress
syllable and all succeeding segments in the phrase-final word (but not to the seg-
ments preceding the rime of the main stress syllable). In the penultimate stress
words without a final coda consonant (e.g., RaMOna), PBL initiation, however,
occurred on the onset consonant of the main stress syllable, that is, the segment
immediately preceding the expected initiation point. This suggests a less strict
reading of the Word Rime hypothesis. In the other types of target words, the ini-
tiation point was on the nuclear vowel of the main stress syllable. The observed
connection between PBL initiation and the main stress syllable is compatible
with the results by Kohler (1983), who found that PBL occurred across all sylla-
bles in di- and trisyllabic words with initial stress. However, the results differ
from the observation by Silverman (1990) that the antepenultimate syllable also
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undergoes PBL in words with penultimate stress in German. Generally, the ob-
served connection between PBL initiation and the main stress syllable is in line
with prior findings from other languages (e.g., Berkovits 1994 for Hebrew; White
2002 for British English; Turk & Shattuck-Hufnagel 2007 for American English);
yet, there are differenceswith regard to the details. For example, Turk& Shattuck-
Hufnagel (2007) found that PBL is interrupted on the penultimate syllable in
words with antepenultimate stress, which was not attested in the present study.
It has also been observed that themain stress syllable is relevant for phrase-initial
segment lengthening (Napoleão de Souza 2023 [this volume]), which suggests a
more general connection between stress positions and boundary-related length-
ening.

As for the addition of a coda consonant to the end of the word, the results sug-
gests that the initiation of PBL shifted to the following segment if an additional
coda consonant was present. In the penultimate stress words (e.g., RaMOna/
RaMOnas), PBL was initiated on the onset consonant of the penultimate sylla-
ble when a final coda consonant was absent, but on the following nuclear vowel
when such a consonant was present. Thus, in both conditions, PBL occurred on
the portion of the phrase-final word that included the last four segments. Thus,
the prediction stated in (1b), capturing the Overlap hypothesis is supported by
the present findings. This is in line with prior studies that found an overlap effect
(e.g., Byrd & Saltzman 2003 for American English, Seo et al. 2019 for Japanese).

Altogether, our results suggest that both the position of main word stress and
the presence/absence of word-final material affect the point of PBL initiation.
These findings are compatible with an account that assumes the nuclear vowel
of themain stress syllable as the default point of PBL initiation, but allows for PBL
on earlier segments if the amount of material between the nuclear vowel and the
phrase-boundary is limited. That is, the PBL domain is by default aligned with
the nuclear vowel of the main stress syllable at its left and the phrase boundary
at its right, but can include earlier segments if this span is too short. This gives
rise to the working hypothesis that the PBL domain must have a minimum size
in German and thus extends to a segment preceding the nuclear vowel of the
main stress syllable. In our data, this occurred when the words had penultimate
word stress and lacked a final coda consonant (e.g., RaMOna). The other word
forms (e.g., RaMOnas, KArolin) contained enough material between the anchor
and the end of the word, so that the PBL domain did not include the preceding
onset consonant. This explanation is also compatible with the observation that
PBL can occur on material preceding the syllable bearing main word stress, as
has been found for words with penultimate stress in German (Silverman 1990)
and American English (Cho et al. 2013). The expansion of the PBL domain to
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earlier material might also be a strategy of the speaker to signal the presence of
a prosodic boundary to the listener.2 This should be addressed in future research.

The conclusions drawn from the comparison between the penultimate stress
words with and without a final coda consonant (e.g., RaMOna/RaMOnas) are lim-
ited for several reasons in the present study. First, the final coda consonant was
always the voiceless alveolar fricative [s]; second, this fricative constitutes a suf-
fix, which yields different morphological structures in the word forms; and, third,
the word forms were elicited in different syntactic constructions, which might
have affected relative boundary strength. Future research should test mono-mor-
phemic words with various types of coda consonants that are elicited in the same
syntactic construction as the words without a final coda consonant.

4.2 Progressive lengthening

We observed a general tendency of progressive lengthening, that is, the amount
of PBL gradually increased towards the phrase boundary. This pattern was not
consistently applied on the material preceding the final rime, where the amount
of PBL showed a slight decrease from one segment to a following one in some
cases. This finding suggests that German employs a weak form of progressive
lengthening. When the final rime was complex, the amount increased from the
nuclear vowel to the following coda consonant, so that the largest amount of PBL
always occurred on the final consonant. Furthermore, we found a large increase
of PBL on the vowel of the final rime across conditions. That is, the increase
of PBL in comparison to the prior segment was strongest on the vowel of the
final rime, independent of the rime-internal structure. These patterns are simi-
lar to those observed in American English (Turk & Shattuck-Hufnagel 2007) and
Japanese (Seo et al. 2019). Unlike to American English (Turk& Shattuck-Hufnagel
2007), PBL was not interrupted on the penultimate syllable in words with ante-
penultimate stress (e.g., KArolin) in our data.

4.3 PBL in a crosslinguistic perspective

The findings of the present study support the view that the extent of the PBL
domain is determined by the position of word stress as well as by the segmental
composition of the phrase-final word across languages. Like English (e.g., White
2002, Turk & Shattuck-Hufnagel 2007), German exhibits a connection between
PBL initiation and the main stress syllable. Similarly, Greek shows a tendency to
pull the initiation of PBL towards the main stress syllable (Katsika 2016). Dutch,

2Many thanks to an anonymous reviewer for pointing this out to us.
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on the other hand, does not show an influence of the main stress syllable, but
initiates PBL on the final syllable, unless the final syllable contains only a schwa
(Cambier-Langeveld 1997). Altogether, these findings suggest that word stress
tends to affect PBL across languages, but languages differ with regard to imple-
mentation.

Future research should test the production patterns of PBL with the same or
similar materials across languages, as this would provide crosslinguistic data that
is directly comparable. The type of materials used in the present study can easily
be adapted to other languages. More research is particularly needed on languages
with diverse prosodic systems, including languages with an edge-based prosodic
system and languages with lexical tone. Schubö et al. (2021) used the same type
of materials as in the present study to investigate boundary-related lengthening
in Tswana (Southern Bantu), a tone language that expresses specific prosodic
boundaries by means of lengthening of the penultimate syllable. They found that
PBL occurs on the final syllable in addition to the penultimate lengthening effect,
and that the amount of lengthening is comparable on both syllables. This pattern
is different from the pattern of progressive lengthening found in German and
other languages, which suggests that Tswana has two independent lengthening
mechanisms for expressing a prosodic boundary.

The present study found that PBL was strongest on the rime of the final sylla-
ble. This suggests that the duration of the final rime might constitute the most
salient cue for listeners in the perception of a prosodic boundary based on PBL.
Further research is needed on the relevance of the location and amount of length-
ening for the perception of a prosodic boundary. Testing the role of these factors
for speech perception requires a detailed understanding of their impact on the
production of PBL in a given language (see also Turk & Shattuck-Hufnagel 2007
for this point). For example, in order to test if PBL must occur within the desig-
nated portion of the phrase-final word or may as well be located on other mate-
rial near the potential boundary location, we need to understand which factors
affect the scope and distribution of PBL. The present study provided insights for
German that are essential for such investigations.
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Appendix A Stimuli

(5) a. Ich werde Ramona oder Karolin und Peter einladen.
b. Ich werde Ramona oder Karolin und Peter einladen.
c. Ich werde Karolin oder Ramona und Peter einladen.
d. Ich werde Karolin oder Ramona und Peter einladen.
e. Ich werde Karolins oder Ramonas und Peters Freunde einladen.
f. Ich werde Karolins oder Ramonas und Peters Freunde einladen.

(6) a. Ich werde Marina oder Salomon und Paula besuchen.
b. Ich werde Marina oder Salomon und Paula besuchen.
c. Ich werde Salomon oder Marina und Paula besuchen.
d. Ich werde Salomon oder Marina und Paula besuchen.
e. Ich werde Salomons oder Marinas und Paulas Oma besuchen.
f. Ich werde Salomons oder Marinas und Paulas Oma besuchen.

(7) a. Ich werde Verena oder Jonathan und Stefan helfen.
b. Ich werde Verena oder Jonathan und Stefan helfen.
c. Ich werde Jonathan oder Verena und Stefan helfen.
d. Ich werde Jonathan oder Verena und Stefan helfen.
e. Ich werde Jonathans oder Verenas und Stefans Schwester helfen.
f. Ich werde Jonathans oder Verenas und Stefans Schwester helfen.

(8) a. Ich werde Rosina oder Valentin und Anna verwarnen.
b. Ich werde Rosina oder Valentin und Anna verwarnen.
c. Ich werde Valentin oder Rosina und Anna verwarnen.
d. Ich werde Valentin oder Rosina und Anna verwarnen.
e. Ich werde Valentins oder Rosinas und Annas Bruder verwarnen.
f. Ich werde Valentins oder Rosinas und Annas Bruder verwarnen.

(9) a. Ich werde Simona oder Fridolin und Lisa suchen.
b. Ich werde Simona oder Fridolin und Lisa suchen.
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c. Ich werde Fridolin oder Simona und Lisa suchen.
d. Ich werde Fridolin oder Simona und Lisa suchen.
e. Ich werde Fridolins oder Simonas und Lisas Geschwister suchen.
f. Ich werde Fridolins oder Simonas und Lisas Geschwister suchen.

(10) a. Ich werde Selina oder Gisela und Martin holen.
b. Ich werde Selina oder Gisela und Martin holen.
c. Ich werde Gisela oder Selina und Martin holen.
d. Ich werde Gisela oder Selina und Martin holen.
e. Ich werde Giselas oder Selinas und Martins Eltern holen.
f. Ich werde Giselas oder Selinas und Martins Eltern holen.

(11) a. Ich werde Ramona oder Salomon und Anna befragen.
b. Ich werde Ramona oder Salomon und Anna befragen.
c. Ich werde Salomon oder Ramona und Anna befragen.
d. Ich werde Salomon oder Ramona und Anna befragen.
e. Ich werde Salomons oder Ramonas und Annas Bruder befragen.
f. Ich werde Salomons oder Ramonas und Annas Bruder befragen.

(12) a. Ich werde Marina oder Jonathan und Stefan abholen.
b. Ich werde Marina oder Jonathan und Stefan abholen.
c. Ich werde Jonathan oder Marina und Stefan abholen.
d. Ich werde Jonathan oder Marina und Stefan abholen.
e. Ich werde Jonathans oder Marinas und Stefans Geschwister abholen.
f. Ich werde Jonathans oder Marinas und Stefans Geschwister abholen.

(13) a. Ich werde Rosina oder Valentin und Lisa beschuldigen.
b. Ich werde Rosina oder Valentin und Lisa beschuldigen.
c. Ich werde Valentin oder Rosina und Lisa beschuldigen.
d. Ich werde Valentin oder Rosina und Lisa beschuldigen.
e. Ich werde Valentins oder Rosinas und Lisas Freunde beschuldigen.
f. Ich werde Valentins oder Rosinas und Lisas Freunde beschuldigen.

(14) a. Ich werde Verena oder Fridolin und Martin anrufen.
b. Ich werde Verena oder Fridolin und Martin anrufen.
c. Ich werde Fridolin oder Verena und Martin anrufen.
d. Ich werde Fridolin oder Verena und Martin anrufen.
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e. Ich werde Fridolins oder Verenas und Martins Eltern anrufen.
f. Ich werde Fridolins oder Verenas und Martins Eltern anrufen.

(15) a. Ich werde Simona oder Gisela und Peter begleiten.
b. Ich werde Simona oder Gisela und Peter begleiten.
c. Ich werde Gisela oder Simona und Peter begleiten.
d. Ich werde Gisela oder Simona und Peter begleiten.
e. Ich werde Giselas oder Simonas und Peters Oma begleiten.
f. Ich werde Giselas oder Simonas und Peters Oma begleiten.

(16) a. Ich werde Selina oder Karolin und Paula ermahnen.
b. Ich werde Selina oder Karolin und Paula ermahnen.
c. Ich werde Karolin oder Selina und Paula ermahnen.
d. Ich werde Karolin oder Selina und Paula ermahnen.
e. Ich werde Karolins oder Selinas und Paulas Schwester ermahnen.
f. Ich werde Karolins oder Selinas und Paulas Schwester ermahnen.

Appendix B LME model outputs

Table 4: LME model output for the words with penultimate stress and
CV.ˈCV.CV structure (significant 𝑡 values are boldfaced)

Estimate SE 𝑡
(Intercept) 98.4 1.8 55.4
phrase position final 80.1 1.9 42.2
segment position 2 51.4 1.8 −28.2
segment position 3 −7.7 1.8 −4.2
segment position 4 −32.1 1.8 −17.6
segment position 5 −24.7 1.8 −13.6
segment position 6 −32.7 1.8 −18.0
phrase position final : segment position 2 −72 2.6 −27.8
phrase position final : segment position 3 −66.2 2.6 −25.6
phrase position final : segment position 4 −69.4 2.6 −26.9
phrase position final : segment position 5 −81 2.6 −31.3
phrase position final : segment position 6 −76.5 2.6 −29.6
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Table 5: LME model output for the words with penultimate stress and
CV.ˈCV.CVC structure (significant 𝑡 values are boldfaced)

Estimate SE 𝑡
(Intercept) 79 1.8 43.3
phrase position final 56.7 2.3 25.2
segment position 2 24.3 1.9 12.9
segment position 3 −29.9 1.9 −15.9
segment position 4 12.2 1.9 6.5
segment position 5 −10.4 1.9 −5.6
segment position 6 −5.3 1.9 −2.8
segment position 7 −13.2 1.9 −7.0
phrase position final : segment position 2 8.3 2.6 3.2
phrase position final : segment position 3 −51.4 2.6 −20.1
phrase position final : segment position 4 −43.8 2.6 −17.1
phrase position final : segment position 5 −54.8 2.6 −21.4
phrase position final : segment position 6 −57.2 2.6 −22.4
phrase position final : segment position 7 −54.5 2.6 −21.3

Table 6: LME model output for the words with penultimate stress and
CV.ˈCV.CVC structure (significant 𝑡 values are boldfaced)

Estimate SE 𝑡
(Intercept) 50.8 3.6 14.2
phrase position final 50 2.0 25.0
segment position 2 24 2.0 12.3
segment position 3 −0.3 2.0 −0.4
segment position 4 10.1 3.4 3.0
segment position 5 12.8 2.0 6.6
segment position 6 −3.3 2.0 −1.7
segment position 7 42.1 2.0 21.6
segment position 8 14.3 2.0 7.3
phrase position final : segment position 2 1.9 2.7 0.7
phrase position final : segment position 3 −43.1 2.7 −16.0
phrase position final : segment position 4 −40.7 4.8 −8.5
phrase position final : segment position 5 −43.2 2.7 −16.0
phrase position final : segment position 6 −46.3 2.7 −17.1
phrase position final : segment position 7 −42.3 2.7 −15.7
phrase position final : segment position 8 −47.5 2.7 −17.6
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Chapter 2

Segmental cues to IP-initial boundaries:
Data from English, Spanish, and
Portuguese

 

 

Ricardo Napoleão de Souza
University of Edinburgh

This study investigates the segmental phonetic correlates of IP-initial boundaries
in unstressed syllables in three lexical stress languages: English, Spanish, and Por-
tuguese. Using acoustic data gathered under similar experimental conditions, it
tests the hypothesis that domain-initial strengthening cues prosodic boundaries
in language-specific ways. Moreover, it investigates the role of lexical stress in
the phenomenon by focusing on unstressed syllables in post-boundary position,
while at the same time testing whether the scope of the strengthening is indeed
restricted by measuring segments away from the putative boundary. Results from
the analyses of 14 speakers of each of the languages (𝑁 = 42) strengthen the case
for language-specific effects; however, the data suggest that segments farther away
from the IP boundary show strengthening as well.

1 Introduction

In written language, capitalization signals the beginning of a new sentence, and
punctuation marks its end. In speech, various phonetic adjustments play a role
similar to capitalization and punctuation, in that they mark the beginnings and
endings of prosodic units. In addition to its suprasegmental dimension, a growing
body of experimental investigations suggests that prosodic structure influences
the phonetic realization of segments in systematic ways (see Fougeron 2001, Cho
2015, for detailed reviews). What’s more, the results of these studies suggest that
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speakers use language-specific, gradient phonetic detail to group their speech
into meaningful units (e.g. Keating et al. 2003, Cho & McQueen 2005).

The investigation of the ways in which prosodic structure modulates pho-
netic information thus offers important contributions to our understanding of
how speech is organized (see also Shattuck-Hufnagel & Turk 1996, Fletcher 2010).
Looking at the edges of prosodic units allows speech scientists to determine how
the flow of information present in discourse is parsed into cognitively manage-
able units (Krivokapić 2014). While there is a great deal of research on prosodic
domain endings (see Cole 2015 for a comprehensive review), the phonetic encod-
ing of the beginning of prosodic units is much less understood.

There are four main unresolved issues regarding the phonetic manifestation
of domain-initial boundaries. First, it is still unclear how boundary-initial promi-
nence relates to other levels of prominence, such as lexical stress (cf. Turk &
Shattuck-Hufnagel 2007). Secondly, the evidence on the scope of its temporal
effect with regard to the prosodic edge is inconclusive (for a discussion, see Kat-
sika 2016). Thirdly, research has yet to determine the role of language-specific
phonology in the phonetic manifestation of domain-initial effects (cf. Cho 2016).
Lastly, because most of the literature on domain beginnings has focused on artic-
ulation, data on how initial boundaries translate into the acoustic signal are still
relatively scarce (see Section 1.1 below).

This chapter aims to address these four issues by investigating the acoustic
effects of domain-initial IP boundaries on unstressed syllables in prenuclear posi-
tion in English, Spanish, and Portuguese. The examination of unstressed syllables
has the benefit of isolating domain-initial effects from lexical stress, while also al-
lowing for an assessment of their scope of influence. Moreover, a comparison of
languages whose unstressed syllables show distinct phonetic properties through
similar experimental materials allows for a more straightforward assessment of
how language-specific word prosody patterns influence the phenomenon. Since
the acoustic results presented here are based on the analysis of 42 speakers of
American English, Mexican Spanish and Brazilian Portuguese, results provide
more robust quantitative data that may disentangle some of the issues in previ-
ous small-scale articulatory studies.

1.1 Prosodic boundaries and their markings

One of the central goals of the study of prosody is understanding how speak-
ers group chunks of speech into coherent units according to their meaning and
pragmatic functions (cf. Selkirk 1984, Nespor & Vogel 1986, Jun 2006). Although
the number of prosodic domains postulated for each language varies, each of
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these units is separated from each other through phonetically cued prosodic
boundaries (Nespor & Vogel 1986, Shattuck-Hufnagel & Turk 1996, among oth-
ers). Acoustic correlates of prosodic boundaries include tonal markings, higher
intensity and F0 changes, and adjustments in duration (Fletcher 2010). Thesemay
differ between initial and final boundaries.

Words that immediately precede a prosodic phrase boundary (i.e. the final
edge) have been shown to be consistently longer than those occurring elsewhere
in the phrase (e.g. Jun & Beckman 1994, Wightman et al. 1992, Gussenhoven &
Rietveld 1992, Berkovits 1994, Byrd et al. 2006, Fougeron 2001, Turk & Shattuck-
Hufnagel 2000, Frota & Prieto 2015, among many others). Referred to as phrase-
final lengthening, this type of boundary marking effect has been detected
most consistently in the very last syllable of the phrase-final word (cf. Turk &
Shattuck-Hufnagel 2007).

On the other hand, boundary marking on the segment near the beginning of
prosodic domain has received much less attention in the literature. There is evi-
dence, however, that segments that immediately follow a prosodic boundary (e.g.
at the initial edge of an IP) are produced with stronger articulation than when
they occur elsewhere in the phrase (cf. Dilley et al. 1996, Fougeron&Keating 1997,
Fougeron 1999, Cho & Keating 2001, 2009, Keating et al. 2003, Cho & McQueen
2005, Georgeton& Fougeron 2014, Cho 2011, among others). Because these effects
have been noted first in the articulatory realm, boundary-initial marking is most
often referred to as domain-initial strengthening in the literature. Impor-
tantly, the articulatory evidence suggests that domain-initial edges are marked
solely on the boundary-adjacent segment.

Domain-initial strengthening has been reported in several languages (Cho
2015), although the levels at which it is significant vary depending on the lan-
guage (e.g. Keating et al. 2003), as well as on individual studies. More specifi-
cally, there are reports of segmental correlates of boundary-initial prominence
in two of the three languages in the current sample: English (Pierrehumbert &
Talkin 1992, Fougeron & Keating 1997, Byrd et al. 2006, inter alia) and Spanish
(Lavoie 2001, Parrell 2014). However, neither Lavoie (2001) nor Parrell (2014) set
out to investigate boundary prominence in Spanish, even though both describe
results that could be interpreted as domain-initial strengthening. To the best of
my knowledge, no investigation has examined domain-initial strengthening in
Portuguese hitherto.

Acoustic evidence for domain-initial strengthening, on the other hand, is
much more limited given that it is often reported secondarily in articulatory
studies (e.g. Katsika 2016 for Greek; Cho & McQueen 2005 for Dutch; Oller 1973,
Tabain 2003 for English; Lavoie 2001, Parrell 2014 for Spanish, Hsu & Jun 1998 for
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Taiwanese and Korean). Studies that specifically investigated the acoustic corre-
lates of domain-initial strengthening include Cho et al. (2007), Cole et al. (2007),
and White et al. (2020) for English, Italian and Hungarian; Kuzla et al. (2007)
for German; and Bodur et al. (2021) for Turkish. Some of the acoustic correlates
of domain-initial marking for consonants include voice onset time (VOT), the
occurrence of stop burst releases, closure duration, degrees of voicing, duration
of nasal murmur, among others. Because individual studies typically investigate
one or two variables at a time, it is yet to be determined how different languages
usemost of those acoustic properties to cue initial edges. Importantly, most of the
studies above looked at syllables that were either lexically or phrasally stressed
(e.g. under prosodic focus) so that at least some of the effects observedmay derive
from other types of prosodic elements.

Still, VOT is perhaps the most commonly reported variable connected to do-
main-initial strengthening. Differences in VOT values correlate with boundary
markings on consonants in English (e.g. Pierrehumbert & Talkin 1992, Beckman
et al. 1992, Cho & Keating 2001), Dutch (Cho et al. 2007), Korean (Cho & Keating
2001, among others), all of which use VOT to distinguish between /p t k/ and /b d
g/ (see Cho et al. 2019 for a discussion). However, VOT is also reported as a cue to
initial boundaries in languages with short-lag VOT consonants, such as French
(Fougeron 2001) or Japanese (Onaka et al. 2003). The only acoustic correlate of
boundary marking on voiceless stops in Spanish is the occurrence of stop burst
releases (Lavoie 2001, also for English).

As with the articulatory data, these studies suggest a local effect of domain-
initial strengthening, meaning that segmental change due to proximity to the
domain-initial boundary occurs on the very first segment following the prosodic
edge. On the other hand, studies investigating nasals in nasal consonant-vowel
sequences at the IP boundary have found that the vowel in those syllables shows
less nasalization (e.g. Cho et al. 2017), which hints at a larger scope of actuation
than the initial segment. However, many of the studies reviewed here only in-
vestigated individual segments, leaving the question of the scope of the effect
somewhat open (see Section 1.3 below).

The body of work presented above suggests that the phonetic variation associ-
ated with domain-initial positions correlates systematically with various phrase
levels within language-specific prosodic structure. However, a cohesive account
of the phenomenon is still lacking despite a growing interest in the so-called
prosody-phonetics interface. There are three possible explanations to this obser-
vation. First, the number of specificities linked to domain-initial effects reduces
comparability between different studies of the phenomenon. Secondly, the in-
teraction of boundary markings with different kinds of prosodic prominence
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has often been overlooked in previous research, thereby introducing important
confounds. Thirdly, methodological choices in previous studies, including the
choice of materials and sample sizes, introduce non-trivial challenges in the in-
terpretation of results. In order to address these issues, the current study uses
the same methodology to investigate domain-initial effects in three lexical stress
languages: English, Spanish, and Portuguese. The next section addresses key as-
pects of prosodic structure in each of the three languages.

1.2 Prosodic aspects of English, Spanish, and Portuguese

1.2.1 Prosodic structure and phrasal prominence

The grouping function of prosody is assumed here to follow a hierarchical struc-
ture, meaning that higher levels of structure contain the lower levels, both of
which are language-specific (Jun 2014). At the same time, the two highest levels
in the prosodic structure, namely the Utterance and the Intonational Phrase (IP),
are among the most frequent across languages (cf. Jun 2006, 2014). The IP has
been identified specifically as the major prosodic level around which the pho-
netic correlates of domain-initial boundaries can be measured (cf. Keating et al.
2003).

Indeed, the literature describes the IP as a major domain in English, Span-
ish, and Portuguese alike (e.g. Beckman & Pierrehumbert 1986, Prieto et al. 1995,
Frota 2000). Since there is less agreement for levels below the IP in the three lan-
guages, especially regarding mid-level domains (cf. Shattuck-Hufnagel & Turk
1996, Frota & Prieto 2015), this study makes no specific claims regarding levels
other than the IP.

English, Spanish, and Portuguese also share other prosodic features. In the
three languages, final IP boundaries in declarative utterances are associated with
acousticmarkings such as final lengthening, pitch declines, and pauses (Beckman
& Pierrehumbert 1986, Prieto et al. 1995, Frota 2000). Additionally, the locus of the
nuclear accent is similar in the three languages. In neutral declarative sentences,
the nuclear accent tends to fall on the rightmost lexical word of the IP and is
anchored on the stressed syllable of that word (Pierrehumbert 1980, Hualde &
Prieto 2015, Frota & Moraes 2016). Moreover, the nuclear accent can be moved
around within the phrase in English, Spanish, and Portuguese, so that any word
can potentially receive emphasis (Beckman & Edwards 1994, Ladd 2008, Frota &
Prieto 2015, Frota &Moraes 2016; see also Vogel et al. 2018). This prosodic feature
common to the three languages was useful in the design of the stimuli for the
reading task, as explained in Section 2.2.
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On the other hand, the distribution of prenuclear pitch accents differs in En-
glish, Spanish, and Portuguese. Spanish and (Brazilian) Portuguese are described
as languages with a dense distribution of pitch accents in non-question intona-
tion, so that “essentially every prosodic word (…) receives a pitch accent” (Frota
& Prieto 2015: 397).1 In English, pitch accents other than the nuclear accent are
less common than in Romance as a whole, though speakers may accent prenu-
clear elements (Ladd 2008). Factors influencing the placement of pitch accents
in English include semantic-pragmatic factors, structural factors, and rhythmic
factors (Shattuck-Hufnagel & Turk 1996).

1.2.2 Lexical stress

As hinted above, English, Spanish, and Portuguese all have lexical stress. Lexi-
cal stress is obligatory for content words in these languages (Liberman & Prince
1977, Hualde 2012, Mateus & D’Andrade 2000). Lexical stress is also contrastive
in all three (e.g. English [ˈpʰɜɻmɪt] ‘a permit’ vs. [pʰəɻˈmɪt] ‘to permit’; Spanish
[ˈnumeɾo] ‘number’ vs. [nuˈmeɾo] ‘I number’ vs. [numeˈɾo] ‘she numbered’; Por-
tuguese [ˈmɛdʒɪkʊ] ‘a doctor’ vs. [meˈdʒikʊ] ‘I medicate’ vs. [medʒɪˈko] ‘she med-
icated’).

Stress placement is considered free and difficult to predict in English (e.g. Liber-
man & Prince 1977). In Spanish and Portuguese, stress follows somewhat more
regular patterns. In polysyllabic words, lexical stress generally falls on any one
of the three last syllables (Hualde 2012, Mateus & D’Andrade 2000). Although
variable, the placement of lexical stress in Spanish and Portuguese can usually
be determined based on a series of morphosyntactic and phonological patterns.
The main acoustic correlates of lexical stress in the three languages are duration,
F0 anchoring, and amplitude (Beckman 1986, Hualde 2012, Mateus & D’Andrade
2000).

Despite the similarities described above, the three languages differ substan-
tially in the degrees to which lexical stress impacts unstressed syllables. Fully un-
stressed syllables (i.e. not bearing secondary stress) are much shorter than their
stressed counterparts in both English and Portuguese (cf. Plag et al. 2011, Cantoni
2013), whereas that difference is less pronounced in Spanish (e.g. Ortega-Llebaria
& Prieto 2007). Unstressed consonants show phonetic differences in both English
and Spanish, but not in Brazilian Portuguese (Cristófaro-Silva et al. 2019).

1A prosodic word in Spanish or Portuguese can be defined as a lexical word plus any unstressed
clitics (Hualde 2007, Vigário 2003). For instance, the Spanish article el in neutral statements
such as el dinosaurio /eldinoˈsauɾjo/ ‘the dinossaur’; or the Portuguese se in feriu-se /fɪˈɾiʊsɪ/
‘she hurt herself’. Test words in the current study never contained such clitics and are thus
classified as lexical words.
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Fully unstressed vowels in English are often centralized to [ə], whereas none
of the five Spanish vowels /i e a o u/ shows much qualitative change when
unstressed (Nadeu 2014). In Portuguese, fully unstressed vowels show several
patterns of reduction, depending on vowel quality, nasality, distance from the
stressed syllable and position within the word (Crosswhite 2001, Mateus &
D’Andrade 2000, Cristófaro-Silva et al. 2019). For instance, while Câmara JR
(1972) described that only five of the seven oral vowels may occur in prestressed
position in Brazilian Portuguese (i.e. /i e a o u/ out of /i e ɛ a ɔ o u/), further
variable reduction is now common in those unstressed syllables. Prestressed /i e/
may occur as [ɨ ɪ ɪ ̥ ʲ ∅], while prestressed /o u/ may appear as [ʊ ʊ̥ ʷ ∅]. In short,
English shows the most consolidated patterns of vowel reduction, whereas Por-
tuguese has been undergoing a series of changes that seem to relate to lexical
stress. Spanish unstressed vowels, on the other hand, remain largely unaffected
by stress-related reductions. The next section describes how still unresolved is-
sues concerning domain-initial strengthening can be elucidated through an in-
vestigation of the languages in the present sample, as well as specific hypotheses
and predictions regarding their behavior following IP-initial edges.

1.3 Unresolved issues regarding domain-initial strengthening

The three main unresolved issues regarding domain-initial strengthening are
their relationship to lexical stress (and other types of prosodic prominence), their
scope of influence, and the specific ways in which they interact with language-
specific segmental phonology. Another important caveat lies in the fact that most
research on domain-initial strengthening has focused on articulatory data from a
few speakers. It is possible that inconclusive results regarding those issues could
derive in part from experimental design choices and/or from small sample sizes.

While some studies manipulate nuclear accent (e.g. Cho et al. 2017), others
may have inadvertently introduced focus accents by having speakers repeat sim-
ilar or identical carrier sentences (e.g. Lavoie 2001, or Parrell 2014 for Spanish) in
which only the test words vary. As a result, these carrier sentences would have
likely elicited contrastive focus accents on test words (see Roettger & Gordon
2017 for a discussion). Additionally, a lack of control for other levels of prosodic
prominence in test words creates difficulties for the interpretation of experimen-
tal findings (cf. Fougeron 2001: 112).

Due to the challenges of collecting articulatory data, many studies have been
conducted using small samples of three to five speakers per study. The under-
standably limited number of speakers in these studies may have nonetheless al-
lowed idiosyncrasies in the speech materials or the behavior of participants to
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influence the results. In smaller samples, individual differences in speaker behav-
ior may skew results in ways that make it difficult to distinguish the effects of
the variables being tested from those relating to idiosyncrasies in the speech of
participants.

More specifically, the current study seeks to provide answers to three research
questions (RQ 1–3) stated below.

RQ1: How is domain-initial strengthening expressed acoustically?

While predominantly articulatory in nature, studies of domain-initial strength-
ening have identified a number of acoustic properties that showed an impact
of position within the prosodic domain. Generally, domain-initial strengthen-
ing has been found to increase the saliency of segments following the prosodic
boundary (Cho 2016), so it is hypothesized that acoustic properties of boundary-
adjacent segments will also show an increase in their magnitude. Specifically, the
current study is designed to evaluate VOT, burst releases at stop closure, vowel
duration, F1 and vowel dispersion.

VOT is the acoustic property that has most often been associated with domain-
initial strengthening in several languages (Cho 2016, see also Section 1.1 above).
For /p t k/, it is hypothesized that VOT will show greater values following the IP
boundary than phrase-medially. Additionally, Lavoie (2001) found differences in
the occurrence of stop release bursts in consonants at the beginning versus in the
middle of words in both English and Spanish. Consonant bursts are associated
with articulatory strengthening (cf. Stevens & Keyser 1989, Torreira & Ernestus
2011). Expanding on the pattern in Lavoie (2001), it is hypothesized that in the
current investigation, stops following an IP boundary will show burst releases
more often than those occurring IP-medially. Put differently, distance from the
prosodic boundary is expected to correlate with more burstless stop releases.

For vowels, Cho & Keating (2009) found partial evidence that domain-initial
strengthening increases first formant values in vowels in CV syllables following
an IP boundary (see Oh 2021 for similar results for Brazilian Portuguese). Addi-
tionally, first formant values serve as an indirect measure of jaw opening, which
has been found to correlate with prosodic properties such as prosodic focus (e.g.
Erickson 1998). It is expected that vowels showing domain-initial strengthening
will thus show higher F1 values than those occurring mid-phrase.

Data on vowel duration is less conclusive, on the other hand. Whereas Oh
(2021) found effects of prosodic position within the word (i.e. word-initial vow-
els in unstressed CV syllables were longer) for Portuguese, target words in her
study may have been phrasally accented. Cho & Keating (2009) report no effect
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on duration based on proximity to the domain-initial edge, but target syllables
in their study received either primary or secondary stress. Although data on
vowels in post-boundary CV syllables suggest little to no effect of domain-initial
strengthening, potential confounds with lexical and phrasal prominence warrant
further testing of its scope (see discussion in Cho 2016).

If the effects of domain-initial strengthening are indeed restricted to the edge-
adjacent segment, the vowels in test CV syllables will show no durational differ-
ences between prosodic contexts. Alternatively, the hypothesized longer VOT at
the IP-initial boundary might increase the overlap between consonant and vowel
gestures, leading to shorter and/or devoiced vowels. However, longer VOT at IP-
initial CV syllables would still primarily refer to the first segment following the
boundary, with any possibly effects on the second segment resulting from assim-
ilation to the former.

RQ2: To what extent is the acoustic manifestation of domain-initial strengthen-
ing manifested language-specifically?

Cho & McQueen (2005) and Cho (2016) discuss how different languages show
specific combinations of acoustic cues to boundary marking. According to Cho,
segments subject to domain-initial strengthening are “fine-tuned (…) making ref-
erence to the phonetic content provided by the language-specific phonetic fea-
ture system” (Cho 2016: 136). In other words, the phonetic expression of initial
boundary marking depends on which features the language already uses to con-
vey phonological distinctions such as /k/ vs. /g/, or /ʊ/ vs. /u/. The current study
uses VOT and differences in unstressed vowel qualities to test Cho’s hypothesis.

For instance, VOT serves different roles in English vs. Spanish or Portuguese.
In English, /p t k/ are distinguished from /b d g/ mostly through VOT, whereas
Spanish and Portuguese primarily use voicing to signal the same distinction. Re-
cent data on Brazilian Portuguese, however, suggest that longer VOT (“aspira-
tion”) may be emerging as an acoustic cue to /p t k/, albeit with smaller values
than English (cf. Alves et al. 2008, Ahn 2018). Based on these patterns, it is ex-
pected that domain-initial strengthening would be observed in the current sam-
ple through VOT by showing the largest differences between prosodic contexts
in English, followed by Portuguese, and the smallest differences in Spanish (see
Figure 1).

RQ3: How does domain-initial strengthening affect unstressed syllables in pre-
nuclear position within the Intonational Phrase?
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Figure 1: Schematic representation of the expected effects of domain-
initial strengthening on unstressed syllables at an IP boundary in the
languages in the sample, based on previous findings.

As reviewed above, a great number of studies investigating domain-initial
strengthening failed to control for lexical or phrasal prominence (but see Kim
et al. 2018). As such, it remains to be determined how the marking of initial
prosodic boundaries influences the segmental makeup of unstressed syllables in
prenuclear position. One general hypothesis guiding the current investigation is
that any effects of boundary marking would be more apparent in those syllables.

If the findings in previous research hold, onewould observe boundary-induced
changes only to the segment following the IP edge, for instance the consonant
in a CV syllable (see Figure 1). The vowel in such syllables would thus mani-
fest the same language-specific characteristics of unstressed vowels near the IP
edge as in the middle of it, for instance shorter duration and/or centralization.
As mentioned above, the interplay of stress-related reduction on the vowel and
boundary-induced strengthening on the consonant in languages like English or
Portuguese could potentially lead to changes in the syllable itself, for instance
through emerging devoiced vowels due to increased gestural overlap (cf. Jun &
Beckman 1994, Mo 2007 for Korean, Davidson 2006 for English, Delforge 2008
for Spanish).

In sum, the current study expands on previous findings by addressing the fol-
lowing key points:
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1. Separating domain-initial effects from lexical prominence by investigating
word-initial unstressed syllables.

2. Controlling the placement of nuclear accent in the target sentences
through elicitation of narrow focus away from the initial boundary.

3. Avoiding an excessive influence of individual idiosyncrasies on the overall
results by recording a larger group of speakers per language.

4. Evaluating the role of language-specific phonology by performing a direct
comparison of three languages using similar materials.

2 Experimental materials and methods

This study investigated domain-initial effects on fully unstressed syllables in pre-
nuclear words in three languages with contrastive lexical stress. The method pre-
sented here focuses on speech data sampled under experimental control. Separate
reading tasks were conducted with native speakers of American English, Mexi-
can Spanish, and Brazilian Portuguese using the same experimental procedure
and analysis methods.

2.1 Participants and experiment procedure

In total, 42 participants, aged between 18 and 31, took part in the reading ex-
periment. Fourteen speakers of each of the three languages make up the sample
(English: eight female; Spanish: twelve female; Portuguese: eight female). Par-
ticipants were university students, mostly undergraduate, and were naïve to the
purposes of the study. All participants were native L1 speakers of their respective
sample language, with no known vision, hearing, or speech impediments.

All English speakers reported being monolingual; Portuguese speakers were
bilingual in English to different degrees. All Spanish speakers were fully bilingual
in English, having nonetheless first acquired Spanish in the home from both of
their (Mexico-born) parents. Most speakers of each language came from the same
state within their respective countries (American English: NewMexico; Mexican
Spanish: Chihuahua; Brazilian Portuguese: Minas Gerais). However, no specific
efforts were made to control for dialect representation within country varieties,
so that any dialectal differences that may have arisen are not accounted for here.

Experiments took place in soundproof or quiet rooms at the University of New
Mexico in the United States, and at the Universidade Federal de Minas Gerais
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in Brazil. The full reading session lasted between 25 and 50 minutes. Acoustic
data were acquired at a sampling rate of 16 kHz through an Audio-Technica USB
microphone plugged directly into a laptop. The sound editing software Audacity
(Audacity Team 2014) was used to record all participants.

Stimuli were presented on sheets of paper with six to eight sentences per page
in large fonts, one sentence per line. Participants read each carrier sentence three
times in pseudo-randomized order, which were interspersed among filler items
eliciting various other types of prosody (e.g. lists, questions, etc.). Additionally,
different presentation orders were devised for each language, so that the items
were read in the same order by only three or four speakers per language. Reading
sessions were divided into two (for English) or three blocks (for Spanish and
Portuguese) to avoid experimental fatigue. Speakers were encouraged to read
the sentences at their own pace.

English speakers read 120 sentences in total whereas Spanish and Portuguese
speakers read 180 each. These included sentences with test words beginning with
/m n/ which were intended for future analysis. A short practice run was con-
ducted before the recording started. Unless prompted by participants themselves,
the experimenter provided no feedback/corrections during recording sessions.
However, whenever there was an error or disfluency, speakers could repeat a
given sentence if they wished. The experimenter interacted with participants in
their own respective languages.

2.2 Experiment materials

2.2.1 Target syllables and test words

Target syllables consisted of a CV sequence of /p t k/ plus a monophthong in
unstressed, word-initial position. For English, the vowel in the nucleus of the
target syllable was always /ə/, selected to avoid possible confounds of secondary
stress (cf. Crystal & House 1988, de Jong 2004). In both Spanish and Portuguese,
target syllables had high and low vowels (i.e. /i a u/). The use of two different
high vowels in the Romance languages was due to language-specific constraints
in the distribution of stop plus high vowel in those languages. Vowel height was
then included in models as dependent variables due to differences in duration in
high and low vowels in both Spanish and Portuguese (cf. Hualde & Nadeu 2014,
Cristófaro-Silva et al. 2019). Test items were trisyllabic words with penultimate
stress in all three languages. Using three-syllable words reduces the possibility
of secondary stress due to rhythmic constraints. Most test words had the overall
/CVˈCV.CV/ shape. Immediately following target syllables in all test words was
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the stressed syllable, which always started with a voiceless stop or a voiceless
affricate. A total of 6 English words, and 12 Spanish and 12 Portuguese words
were tested in this investigation. Table 1 illustrates the test words used in the
experiment by the consonant in the word-initial syllable (see Appendices A–C
for the full list).

Table 1: Examples of target words used in the English, Spanish, and Por-
tuguese stimuli. Note that the sequence [ti] is absent in most dialects
of Brazilian Portuguese

Segment

Language /p/ /t/ /k/

English pʰəˈtʰɪʃənz tʰəˈkʰilə kʰəˈpʰeɪʃəz
‘petitions’ ‘tequila’ ‘capacious’

Spanish piˈkete tiˈpexo kiˈteɲo
‘injection prick’ ‘an idiot’ ‘person from Quito’

Portugese pɪˈtadə tʊˈtɛlə kɪˈtadə
‘a pinch of’ ‘guardianship’ ‘paid-off’

2.2.2 Experimental conditions and carrier sentences

This study uses the IP as test ground for its hypotheses. Test words were tested
in two different conditions in carrier sentences: either at the beginning of an
IP (IP-initial condition) or in the middle of the IP (IP-medial condition).2 Thus,
word-initial target syllables were themselves either IP-initial or IP-medial. Test
words always occurred in prenuclear position. Overall carrier sentence size was
kept at 25 canonical syllables in each of the three languages, for both conditions.
This precautionwas taken as a control for utterance length effects on articulation
rate, and thus segment duration (cf. Fónagy & Magdics 1960, among others).

Following Cho & McQueen (2005), the IP containing the target syllable was
always preceded by a precursor IP to ensure that the target syllable necessarily
occurred at the beginning of the IP domain rather than at the Utterance. In turn,
the position of the target syllable within the test IP was kept constant for each

2One could alternatively call the two conditions “IP-initial” and “Wd-initial”. However, given
that target syllables were always word-initial, the “Wd-initial” condition is referred to as “IP-
medial” throughout the chapter to avoid confusion.
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condition across languages. In the Spanish and Portuguese stimuli, the target syl-
lable always occupied the seventh slot in the IP-initial condition, whereas in the
English sentences it was always the sixteenth in the carrier utterance. Punctua-
tion marks (i.e. colons, semicolons, or commas) elicited a separation between the
precursor and test IPs (cf. Turk & Sawusch 1997, Keating 2004).

A further series of measures were undertaken to guarantee that test words did
not receive nuclear pitch accent. This is because in all three languages, nuclear
pitch accent has been found to increase duration in words/syllables that bear the
main IP accent (e.g. Cantoni 2013 for Brazilian Portuguese; Hualde & Prieto 2015
for Spanish). Contrastive or corrective narrow focus was thus elicited elsewhere
in the IP in the IP-initial condition. In the three languages, focused words receive
the nuclear pitch accent.

In each carrier sentence in the IP-initial condition, the precursor IP(s) estab-
lished the context for narrow focus in the IP that contained the test words. The
exact number of precursor IPs or words in them varied due to differences in word
size and syntactic factors between the languages. In addition to contextual infor-
mation, focused words were capitalized and participants were instructed to place
emphasis on them (see Turk et al. 2006 for a discussion of this strategy). Table 2
illustrates the carrier sentences used in the study (see Appendices A–C for the
full set of stimuli, with translations).

Additionally, carrier sentences consisted of a variety of meaningful passages,
so as to avoid inadvertently eliciting contrastive focus on test items which occurs
in sentences of the “Say x again” type. Finally, in order to avoid monotonous
intonation due to experimental fatigue (Xu 2010), filler items consisted of a vari-
ety of sentence types of different sizes, including yes-no and wh-questions, lists,
exclamations, and contrastive focus sentences (see Appendices A–C). All filler
sentences were obtained from the Brigham Young University (BYU) corpora of
the specific varieties of the languages investigated: Corpus do português (Davies
& Ferreira 2006), Corpus del español (Davies 2016), and the Corpus of Contem-
porary American English (Davies 2008).

2.3 Variables

The acoustic marking of domain-initial position was evaluated separately for
each segment, so that there are two broad types of dependent variables: con-
sonant measures, and vowel measures. Independent control variables include
phonological as well as sociolinguistic variables (i.e. age, gender). These are de-
scribed in turn below.
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Table 2: Sample carrier sentences for test words ‘capacious’, pitada
‘whistle blow’/‘pinch (e.g. of pepper)’ in Spanish and Portuguese, re-
spectively. The sentences below show how unstressed CV syllables (e.g.
kə in ‘capacious’ [kʰəˈpʰeɪʃəz]) were tested under the two experimental
conditions in this study. The IP-initial boundary is represented by <||>;
the IP-medial boundary is represented by <#>

Cond. Lang. Carrier sentence

IP-initial
ENG It doesn’t refer to ability! You can check for yourself ||

capacious means ROOMY or full of space
SPA ‘Estás confundido || pitada quiere decir SOPLADO más que

sonido o pitido
POR Tem muito sal aqui, || pitada quer dizer só um POUQUINHO

do ingrediente na receita

IP-medial
ENG It is very sad there’s not too much they can do at this point:

the city’s # capacious museum closed
SPA A causa de la lluvia, el árbitro Federico dió la # pitada a las

tres horas
POR Pimenta caiena é mais forte do que do reino, só uma #

pitada tá mais que bom

2.3.1 Variables pertaining to /p t k/ in target syllables

2.3.1.1 Voice onset time (VOT)

Defined here as the interval immediately after the release of the stop up to the
onset of voicing (Lisker & Abramson 1964). VOT was measured manually from
first peak of the stop burst release up to the zero crossing nearest the onset of
the second formant in the following vowel, as shown in the spectrogram. In case
of multiple release bursts, the first burst was used. In the absence of clear burst
releases, periods of visible aspiration in the spectrogram were also measured as
VOT (cf. Abramson&Whalen 2017), inwhich case the beginning of the aspiration
noise was taken as the acoustic delimiter for segmentation.

2.3.1.2 Occurrence of stop release burst(s)

Defined here as a transient noise pulse at the release of the built-up air pressure
during the voiceless stop closure. The occurrence of a stop release burst was
measured by visual inspection of both waveform and spectrogram.
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2.3.2 Variables pertaining to /ə/ or /i a u/ in target syllables

2.3.2.1 Vowel duration

Vowel duration was measured from the onset of the vowel’s F2 to its offset as
seen in the spectrogram and the waveforms.

2.3.2.2 First formant (F1)

F1 was extracted from the midpoint of the target vowel as labeled in the TextGrid.
F1 data were subsequently normalized for each token based on the means and
standard deviations calculated over all productions by the same speaker.

2.3.2.3 Fundamental frequency (F0)

Fundamental frequency may serve as a correlate of lexical prominence. For all
tokens produced by female speakers, the range of analysis for F0 was specified as
100–400 Hz. Tokens from male speakers were analyzed using a range of 50–250
Hz. If domain-initial strengthening shows no influence on F0, values would not
differ significantly between conditions.

2.3.2.4 Vowel dispersion

Vowel dispersion was measured only in the Spanish and Portuguese data. It is
defined as the location of vowels along the back-front and high-low dimensions
measured as a function of F1 and F2. As with F1, F2 was extracted from the mid-
point of the vowel as labeled in the TextGrid.

2.3.3 Independent control variables

2.3.3.1 Silent interval

Silent interval is defined here as the interval without vocal fold vibration in the
waveform, in milliseconds. For sentences in the IP-initial condition, silent inter-
val duration was measured from the end of the last segment of the last word in
the precursor IP up to the beginning of the first segment of the test word (as gen-
erated by the automatic forced aligner). Silent interval duration was measured
in the IP-medial condition using the same criteria as in the IP-initial condition. It
should be noted that the automatic forced aligners might include part of the clo-
sure of the voiceless stop in its measure of the putative pause that occurs before
the test word.
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2.3.3.2 Duration of the stressed syllable in the test word

The stressed syllable is defined as the most prominent syllable in a word, as spec-
ified in the lexicon of each of the three languages. In the Spanish and Portuguese
data, stressed syllables were measured based on the output of the purpose-de-
signed Praat script. In the English data, the stressed syllable was measured man-
ually from the F2 offset of the unstressed vowel in the target syllable up to the
offset of F2 in the vowel in stressed syllable for all but one test word. In the case
of the word ‘patrolmen’, the only test word whose stressed syllable ended in a
coda consonant, the syllable was measured from the F2 offset of the unstressed
vowel /ə/ up to the beginning of the nasal murmur of the /m/ in the final syllable
/mɪn/. Stressed syllable duration values were log-transformed for analysis given
differences in the number and types of segments in the stressed syllable across
the different words used as stimuli (see Section 2.2).

2.3.3.3 Articulation rate

Defined as the number of syllables divided by phonation time, excluding silent
intervals over 200 milliseconds. Articulation rate was measured automatically
through a Praat script (de Jong & Wempe 2009), which estimated the number of
syllables based on acoustic information in the audio files containing individual
carrier sentences. The script identifies syllable nuclei by detecting peaks in inten-
sity (dB) that occur between two dips in the audio file, thus avoiding measuring
segments other than vowels. It is assumed that the faster the articulation rate,
the shorter the acoustic durations (cf. Fónagy & Magdics 1960, Crystal & House
1988, see also Kessinger & Blumstein 1998 specifically for VOT).

2.3.3.4 Place of articulation

Place of articulation has been shown to influence VOT values (Cho & Ladefoged
1999, for crosslinguistic data; Avelino 2018, for Mexican Spanish; and Ahn 2018,
for Brazilian Portuguese), as well as stop burst release (Winitz et al. 1972).

2.3.3.5 Vowel height

Vowel height constituted a variable only in the analyses of Spanish and Por-
tuguese. Vowel height was coded as high, or low, based on citation forms of the
vowels in target syllables. High vowels were /i u/, and the low vowel consisted
of /a/ alone.
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2.3.3.6 Repetition

Each speaker read the stimuli three times. This variable identifies the order of
the individual productions of each target word in the reading task: first, second,
or third, for each speaker. Previous results (e.g. Fowler & Housum 1987) suggest
that segment duration in the second or third productions will be shorter than the
first occurrence in the stimuli.

2.3.3.7 Word frequency

Word frequency was operationalized as the number of occurrences of target
words per million in the Corpus of Contemporary American English (Davies
2008), the Corpus del español (Davies 2016) for Spanish, and the Corpus do por-
tuguês (Davies & Ferreira 2006), for Portuguese. These values were log-trans-
formed for the statistical analysis. Frequency of occurrence of a lexical item cor-
relates with its overall duration (Bell et al. 2009), so that the higher the frequency,
the shorter the duration.

2.4 Specific criteria for confirming IP-initial boundaries

This study compares words produced at IP-initial boundary against those pro-
duced phrase-medially. Hence, it was crucial that the production of carrier sen-
tences matched the prosodic context they were designed to elicit. The presence
of a long silent interval (i.e. 200 ms or more) between the precursor and the
test IP was used as the primary criterion for determining the occurrence of a
prosodic boundary. Silent intervals are particularly relevant in the current study
since they can serve as indications of prosodic boundary strength (see Krivokapić
2014 for a review). Specifically, there is evidence to suggest that the duration of a
pre-boundary pause may correlate with gestural magnitude of the first segment
following the pause (e.g. Beňuš & Šimko 2014, see also Ramanarayanan et al.
2009).

Whenever the silent interval between precursor and test IP was shorter than
200 milliseconds, two additional acoustic parameters were used as a confirma-
tion that test words in the IP-initial condition were in fact produced at the left
edge of the phrase: pitch declination and reset, and/or the presence of creaky
voice (i.e. “phrase-final creak”, see Garellek 2015) in the last word in the precur-
sor IP. Both parameters were assessed by visual inspection of the waveforms and
spectrograms.

Pitch declination and reset is defined as a lowering of the pitch range between
the early part of the precursor IP and the end of that IP, without regard to the
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tonal description (e.g. HL% or L%). Such lowerings were always followed by a
reset of the pitch excursion, meaning that the speaker reset their pitch at the
start of the test IP at a higher level than that of the precursor IP. Pitch declination
and reset have been described as a cue to IP boundaries in broad statements in
all three languages in the sample (Pierrehumbert & Hirschberg 1990, for English;
Frota et al. 2007, for Spanish and Portuguese).

In turn, phrase-final creak is defined as a stretch of the speech signal character-
ized by irregular (e.g. less periodic) F0 and amplitude changes (Redi & Shattuck-
Hufnagel 2001, Garellek 2015) that occurs at or near the end of a prosodic phrase.
Phrase-final creak has been found to correlate with the end of larger prosodic
domains in English (Redi & Shattuck-Hufnagel 2001), Spanish (de la Mota et al.
2010), and Portuguese (Frota & Moraes 2016) alike. Creaky voice was noted as
phrase-final creak when it affected all voiced segments in the last word of the
background sentence (Garellek 2015) for English and at least the last syllable for
Spanish and Portuguese.

2.5 Data extraction, data exclusion

Acoustic measurements were done in Praat (Boersma & Weenink 2019). The
FAVE-align automatic forced aligner (Rosenfelder et al. 2014) was used to gener-
ate segment intervals in TextGrids for the analysis of the English stimuli, which
were then hand-corrected as needed. Syllable, word, and phrase intervals were
created manually based on the output for segments generated by FAVE. For the
Spanish and Portuguese datasets, the automatic forced aligner EasyAlign (Gold-
man 2011) generated syllable, word, and phone intervals. Hand-corrections were
made where needed. Subphonemic segmentation was done manually based on
the acoustic information available in the spectrogram and waveform. Prosodic
annotations were also done manually. All annotated data were extracted auto-
matically from the TextGrids using purpose-designed Praat scripts.

Each speaker produced 36 tokens of the test words (6 words × 2 conditions
× 3 repetitions), totaling 504 tokens per language prior to inspection. Tokens
produced with unexpected prosodic or intonational patterns, such as laughter,
hesitancy, or misplaced nuclear accent on test words, were excluded from anal-
ysis. Errors affecting the precursor IP also led to exclusion, although sentences
containing errors affecting words that followed the test word were kept. Finally,
test words in English or Portuguese showing vowel deletion in the target syl-
lable were also excluded from the acoustic analyses (50 English tokens, and 31
Portuguese tokens). In total, 423 tokens of English data were analyzed. For Span-
ish, the data correspond to 413 tokens, whereas Portuguese results derive from
400 tokens.
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2.6 Statistical analyses

All statistical analyses were conducted in R (R Core Team 2018). Visual inspection
of the data involved generating basic graphs that displayed broad distribution
patterns of the dependent variables across experimental conditions. The Shapiro-
Wilk normality test was then applied to variables using the generic function built
in R as a way to assess whether values in numeric variables followed a normal
distribution. For instance, the Shapiro-Wilk test confirmed that VOT, unstressed
vowel duration, and F1 data failed to reach a normal distribution in all three
languages. The two-tailed Wilcoxon non-parametric statistical hypothesis test
was then applied separately to the three continuous dependent variables in each
language to determine whether prosodic context yielded statistically significant
differences in the data (see Wilcoxon tests results). Variables that showed no
statistical difference between conditions were excluded from further analyses of
the individual languages (see Results). Mixed effects models were only fit for
variables that showed statistically significant differences between experimental
conditions.

Numeric variables such as duration and VOT were log-transformed. Addition-
ally, numeric predictors were z-scaled using the generic function scale() in R (cf.
Gries 2013, Bell et al. 2009). At this point, any remaining outliers (i.e. figures that
were three median absolute deviations away from the median) were further ex-
cluded from the subset. Linear mixed-effects models were then fit to each subset
of the data using the mixed() function in the Afex package (Singmann et al. 2015)
with all appropriate independent variables as predictors. The mixed() function
also produces 𝑝-values for the likelihood ratio test.

Variables in each model were introduced through a backward selection pro-
cedure to help guard against model overfitting. Following this procedure, the
first model was fit with all individual predictors and theoretically relevant inter-
actions. Interactions tested included: articulation rate vs. repetition, duration of
the stressed syllable vs. condition, place of articulation vs. VOT, vowel height vs.
vowel duration (for Spanish and Portuguese only), and vowel duration vs. repeti-
tion. The interaction of duration of the stressed syllable and condition specifically
tested whether proximity to the IP-initial boundary influenced stressed syllable
duration. After each model was fit, it was compared to a set of models with one
fewer predictor via the generic function anova() in R. The Akaike Information
Criterion (AIC)was used as a goodness-of-fitmeasure formodel comparison. The
predictor that contributed the least to model fit was then removed from the full
model. The process was repeated until the final model was significantly better
than all possible alternatives with one fewer predictor.
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3 Results

This study investigated how the marking of domain-initial boundaries affects the
acoustic properties of segments in fully unstressed syllables in three lexical stress
languages. The following results stem from comparing test words measured un-
der two experimental conditions: IP-initial, and IP-medial. Results are presented
first as an overview, followed by detailed descriptions of the individual languages
(see also Statistical summaries and Wilcoxon tests results for statistical data).

3.1 Crosslinguistic summary

Table 3 summarizes the results of the comparison between prosodic contexts in
the three languages in the sample. All languages showed differences between
IP-initial and IP-medial contexts, although the specific acoustic correlates varied
somewhat between the languages.

Table 3: Comparison of results by prosodic condition in the three lan-
guages (significance levels are *** 𝑝 < 0.001, ** 𝑝 < 0.01, * 𝑝 < 0.05;
n.s.: not significant; IP: IP-initial; Wd: Word or IP-medial).

Measure/Language English Spanish Portuguese

VOT /p t k/ IP > Wd * n.s. n.s.
Vowel duration n.s. IP > Wd *** IP > Wd ***
F1 n.s. n.s. n.s.
F0 n.s. IP > Wd *** n.s.
Vowel dispersion NA n.s. n.s.
Burst release IP > Wd ** IP > Wd *** IP > Wd **
Stressed syllable duration IP < Wd *** IP < Wd *** IP > Wd ***

As shown in Table 3, the languages in the present study show some similar-
ities and quite a few differences in how boundary-initial marking affects the
acoustic properties of trisyllabic words with penultimate stress. All languages
showed more burst releases at stop closure for /p t k/ that followed the IP-initial
boundary than IP-medially. On the other hand, VOT is used to mark stops in
unstressed syllables only in English, with Spanish and Portuguese /p t k/ failing
to show significance in how VOT lag differs between prosodic contexts (see Fig-
ure 2). Additionally, whereas tokens of English /ə/ in the target CV syllable were
unaffected by boundary marking, the duration of Spanish and Portuguese /i a u/
under similar conditions shows significant effects of prosodic context (Figure 3).
Spanish words, in particular, also showed higher F0 values near the IP boundary.
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Figure 2: Duration of VOT lags in target syllables (log values). Box plots
showVOT duration results measured in target syllables across the stim-
uli (e.g. English “capacious”, Spanish/Portuguese pitada), as a function
of prosodic context. IP-initial values in left box, IP-medial data in right
box; y-axis shows the same scale for the three languages; *p<.05; n.s.:
not significant.

Figure 3: Duration of vowels in target syllables (log values). Box plots
show vowel duration results measured in target syllables across the
stimuli (e.g. English “capacious”, Spanish/Portuguese pitada), as a func-
tion of prosodic context. IP-initial values in left box, IP-medial data
in right box; y-axis shows the same scale for the three languages;
***p<.001; n.s.: not significant.
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What’s more, while the non-boundary adjacent stressed syllable shows sys-
tematic variation in all three languages, such an effect is uneven; English and
Spanish words pattern in one way, and the Portuguese data in another. In both
English and Spanish, the stressed syllable was shorter near the IP boundary,
whereas in Portuguese it was longer. It should be noted, however, that stressed
syllables were control variables, so that their phonetic content in the current data
was not controlled for. The following sections detail these findings in light of the
statistical techniques used to evaluate them.

3.2 Consonant results: unstressed /p t k/ in target syllables

3.2.1 Burst release at stop closure

The occurrence of a burst release at the stop closure was evaluated for each lan-
guage via Fisher’s exact tests. Based on Lavoie (2001), it was expected that con-
sonants at an IP-initial boundary would show more burst releases than those
occurring IP-medially. This prediction was borne out in the data, although it is
noteworthy that therewas an overall high rate of burst releases for all consonants
in the sample. Table 4 shows the burst release results for the three languages.

Table 4: Proportions of occurrence of burst at /p t k/ release in the
sample by prosodic context; 𝑁 = number of tokens. Significance levels
are *** 𝑝 < 0.001; ** 𝑝 < 0.01

English** Spanish*** Portuguese**

Yes (𝑁 ) No (𝑁 ) Yes (𝑁 ) No (𝑁 ) Yes (𝑁 ) No (𝑁 )

IP-initial 1.0 (222) 0 1.0 (221) 0 1.0 0
IP-medial 0.95 (200) 0.05 (10) 0.94 (11) 0.03 (11) 0.97 (176) 0.03 (6)

3.2.2 VOT in English

VOT valueswere evaluated throughmixed effectsmodels withword, and speaker
as random effects. As mentioned above, English was the only language in the
current study that showed statistically significant differences for VOT values in
target syllables between prosodic conditions. A total of 432 observations related
to VOT in voiceless stops were entered in the English mixed-effects model. The
model was fit through backward selection of variables, meaning that predictors
that failed to improve model fit (i.e. 𝑝 ≥ 0.05) were excluded from the analysis.
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The best model for VOT (log-transformed) as the response variable included
speaker and word as random effects, and the following variables as fixed effects:
prosodic context (two levels: IP-initial or IP-medial), consonant type (three lev-
els: /p/, /t/, or /k/), and the interaction of duration of the stressed syllable and
prosodic context. The R function mixed() automatically calculated 𝑝-values. The
final fixed and random effects estimates appear in Tables 5 and 6, respectively.

Table 5: Main effects for the English model with VOT in unstressed
word-initial /p t k/ as the response variable (log-transformed). The ref-
erence levels for categorical predictors are IP-initial for prosodic con-
text and ‘/k/’ for consonant type. Significance levels are ***𝑝 < 0.001;
**𝑝 < 0.01; *𝑝 > 0.01; n.s.: not significant.

Estimate 𝛽 SE 𝑡 𝑝(𝑡)
Intercept 1.900 0.397 4.78 0.004**
Prosodic context = IP-medial −1.831 0.588 −3.11 0.002**
Stressed syllable duration x IP-medial 0.642 0.214 3.00 0.009**
Consonant = /p/ −0.247 0.028 −8.80 0.166 n.s.
Consonant = /t/ −0.059 0.028 −2.11 0.389 n.s.
Stressed syllable duration x IP-initial −0.127 0.172 −0.74 0.492 n.s.

Table 6: Random effects intercept – English VOT in target syllables (SD:
standard deviation)

Variable Variance SD

Speaker 0.0088 0.0941
Word 0.0002 0.0126
Residual 0.0445 0.2110

As summarized in Table 5, the results from the generalized linear model re-
vealed significant main effects of prosodic context, with the duration of the VOT
lag being shorter at an IP-medial boundary than at an IP-initial one. The model
also showed an effect of the interaction of duration of the stressed syllable and
prosodic context: the longer the stressed syllable, the longer the VOT at an IP-
medial boundary.
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3.3 Vowel results

As mentioned above, variables pertaining to unstressed vowels only showed sig-
nificant differences between contexts in Spanish and Portuguese (see Statistical
summaries for English vowel results). Of these, duration was significantly differ-
ent between IP-initial and IP-medial conditions in both Spanish and Portuguese,
whereas F0 was significant for Spanish alone. F1 values failed to reach signifi-
cance in any language (see Statistical summaries for all results).

3.3.1 Vowel-related results in Spanish

Vowel duration values were evaluated through mixed effects models, with speak-
er and word as random effects. A total of 413 observations related to unstressed
vowels in the Spanish data were analyzed. The best model for Spanish vowel
durations (log-transformed) as the response variable included the following vari-
ables as fixed effects: duration of silent interval, word frequency, vowel height
(two levels: high or low), and the interaction of duration of the stressed syllable
and prosodic context (two levels: IP-initial or IP-medial). The mixed() function in
R automatically calculated 𝑝-values. The final fixed and random effects estimates
appear in Tables 7 and 8, respectively.

Table 7: Main effects for the Spanish model with vowel duration in tar-
get syllable as the response variable (log-transformed). The reference
level for vowel height is “high”. Significance levels are ***𝑝 < 0.001;
**𝑝 < 0.01; *𝑝 < 0.05; n.s.: not significant.

Estimate 𝛽 SE 𝑡 𝑝(𝑡)
Intercept 1.388 0.018 10.89 <0.001***
Duration of pause 0.020 0.008 4.71 <0.001***
Vowel height = low 0.099 0.010 8.38 <0.001***
Stressed syllable duration x IP-initial 0.172 0.072 2.39 0.017*
Word frequency −0.013 0.006 −2.22 0.01 *
Stressed syllable duration x IP-medial −0.004 0.071 2.40 0.659 n.s.

As summarized in Table 7, results from the generalized linear model revealed
significant main effects of vowel height, with the duration of the low vowel /a/
being overall longer than /i u/. The model also showed that a longer silent in-
terval increases the duration of the vowel in the post-boundary CV syllable. Be-
cause silent pauses occurred most consistently before test words in the IP-initial
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Table 8: Random effects intercept for Spanish /i a u/ duration (SD: stan-
dard deviation)

Variable Variance SD

Speaker 0.0088 0.0560
Word 0.0002 0.0050
Residual 0.0445 0.0853

condition, one can interpret the main effect of silent interval as an indirect cor-
relation of domain boundary level with duration of unstressed vowels in the
Spanish target syllables. There was also an effect of the interaction of duration
of the stressed syllable and prosodic context: the longer the stressed syllable, the
longer the vowel in the unstressed syllable at a prosodic boundary. Finally, the
word frequency of the test word also showed the expected influence on duration:
the higher the frequency, the shorter the unstressed vowel.

3.3.2 Vowel duration in Portuguese

In total, 400 tokens of Portuguese vowel duration data were fed into the mixed
effects model. The model was fit through backward selection using all the ap-
plicable variables. Once again, predictors that failed to improve model fit (i.e.
𝑝 ≥ 0.05) were excluded one at a time until the model described here was fi-
nalized. The best model for vowel duration (log-transformed) as the response
variable in the Portuguese data included speaker and test item as random effects,
and the following variables as fixed effects: duration of silent interval, vowel
height (two levels: high or low), and the interaction of duration of the stressed
syllable and prosodic context (two levels: IP-initial or IP-medial). The mixed() R
function automatically calculated 𝑝-values. The final fixed and random effects
estimates appear in Tables 9 and 10, respectively.

Results from the generalized linear model shown in Table 9 revealed signifi-
cant main effects of vowel height, with the duration of the low vowel /a/ being
overall longer than /i u/, similarly to the findings for Spanish. The model also
showed that a longer pause duration is associated with increased duration of the
vowel in the post-boundary CV syllable. There was also an effect of the inter-
action of duration of the stressed syllable and prosodic context: the longer the
stressed syllable, the longer the vowel in the unstressed syllable at a prosodic
boundary, more at an IP boundary than at the IP-medial domain.
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Table 9: Main effects for the Portuguese model with vowel duration in
the unstressed syllable as the response variable (log-transformed). The
reference level for vowel height is “high”

Estimate 𝛽 SE 𝑡 𝑝(𝑡)
Intercept 2.464 0.419 17.88 <0.001***
Vowel height = low 1.591 0.109 10.70 <0.001***
Duration of pause 0.037 0.005 7.70 <0.001***
Stressed syllable duration x IP-initial 0.025 0.008 3.29 0.003**
Stressed syllable duration x IP-medial 0.018 0.010 1.83 0.298n.s.

Table 10: Random effects intercept – Duration of /i a u/ in target sylla-
bles (SD: standard deviation)

Variable Variance SD

Speaker 0.0018 0.0424
Word 0.0003 0.0164
Residual 0.0115 0.1071

4 Discussion

4.1 Implications for our understanding of prosodic structure

The current study is novel in two main ways: first, it provides evidence for the
acoustic expression of domain-initial boundaries using a large sample. Secondly,
by using the same materials to assess the phenomenon in three languages, it
provides a direct evaluation of the claim that domain-initial boundaries manifest
themselves in language-specific ways (e.g. Cho & McQueen 2005). Overall, this
study corroborates the general hypothesis that words occurring immediately af-
ter a major prosodic boundary differ in their phonetic properties from those that
follow a lower level boundary (Fougeron & Keating 1997). Furthermore, the dif-
ferent analyses presented above show that domain-initial strengthening operates
on the phonetic properties of word-initial unstressed syllables, expanding them
in language-specific ways.

As such, these results partially confirm two of the hypotheses that guided the
current study (see Section 1.3). First, that domain-initial strengthening is not lim-
ited to articulation, and that acoustic variables are useful tools to describe (IP-)
initial boundaries. Secondly, that different languages show particular correlates
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of domain-initial strengthening. Within target CV syllables, English showed ef-
fects on the boundary-adjacent segment alone, whereas Spanish and Portuguese
showed acoustic differences on both the consonant (i.e. occurrence of burst at
stop release) and on the vowel (e.g. duration).

On the other hand, these language-specific characteristics manifested them-
selves differently from what had been predicted. Instead of differences in the
magnitude of the effect, the current findings showed that both the type of seg-
ments affected (i.e. consonants in English, vowels in Spanish and Portuguese),
and how those segments were affected (e.g. F0 in Spanish vowels, dispersion in
Portuguese ones) differed. As such, these results reveal a somewhat inconsistent
behavior of the variables under study. While these findings can be taken as con-
firmation of the phonological specificity of domain-initial strengthening, they
render generalizations made over the entire sample much less straightforward.
These and further limitations are taken up in more detail in Section 4.5 below.

The results presented here differ from those in previous literature in two rel-
evant ways. First, domain-initial effects extended beyond the segment immedi-
ately following the boundary in Spanish and Portuguese, in which the vowel
in the target CV syllable was longer in the IP-initial condition than IP-medially.
Secondly, in the three languages, the stressed syllable, which was not boundary-
adjacent, showed significant durational differences between prosodic contexts.
Taken together, these results not only contradict the hypotheses laid out in
Section 1.3, but also go against previous results suggesting that domain-initial
strengthening effects are limited to the very first segment following the major
boundary (Byrd et al. 2006, Cho & Keating 2009, Bombien et al. 2010, among oth-
ers). As mentioned above, one key aspect of the current investigation is that it
controlled for various levels of lexical stress and prosodic prominence. It is thus
possible that the differences found here relate to the issue of prominence, taken
up in more detail below.

4.2 Lexical stress and the locality of domain-initial strengthening

This study was designed to isolate the influence of lexical stress and phrasal
prominence from domain-initial strengthening. While this investigation focused
on the segments in the boundary-adjacent unstressed syllable, the following
stressed syllable in test words was measured as a control variable. The diagram
in Figure 4 depicts the findings of the study for target unstressed syllables (rep-
resented as <cv>) while also showing the stressed syllable (i.e. <’CV>) in test
words.
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Figure 4: Schematic representation of the effects of boundary marking
on IP-initial unstressed syllables, and the following stressed syllable for
the languages in the study. Dashed lines represent syllable boundaries
in the IP-medial condition as reference.

Individual statistical analyses for the three languages revealed that the stressed
syllable had a significant main effect on the duration of VOT for English, and
on vowel duration in both Spanish and Portuguese. Simply put, the effects ob-
served on segments at/near the IP boundary were linked to the stressed syllable.
While novel (to the best of my knowledge) in the domain-initial strengthening
literature, these results have parallels in several studies of final lengthening that
controlled for stress placement in phrase-final words.

The position of the lexically stressed syllable is a decisive factor in determin-
ing the scope of final lengthening in English (Kim et al. 2018, Cho et al. 2017,
Byrd & Riggs 2008, Turk & Shattuck-Hufnagel 2007, White 2002, Oller 1973),
German (Schubö & Zerbian 2023 [this volume]), Spanish (Rao 2010), and Por-
tuguese (Frota 2000), but also in other stress languages such as Estonian (Krull
1997), Greek (Katsika 2016), Italian (Petrone et al. 2014), and Hebrew (Berkovits
1994). These studies and the current findings converge in that they all underscore
the importance of lexical prominence in determining the scope of boundary-
related effects. The present results are thus compatible with a view of prosodic
boundaries and lexical prominence as closely related entities in the expression
of prosodic structure (e.g. Turk & Shattuck-Hufnagel 2007, Katsika 2016).
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Discussing domain-final boundaries, Turk & Shattuck-Hufnagel (2007) put for-
ward a hypothesis that prosodic lengthening affects both the boundary-adjacent
syllable and the stressed syllable that is not immediately adjacent to the bound-
ary. According to this interpretation, the scope of boundary effects is determined
by prosodic structure (i.e. the type of domain level) and by the phonological prop-
erties of the word (i.e. where stress is located) simultaneously. Put differently, the
authors’ hypothesis suggests that boundary marking is phonetically expressed
with reference to lexical prominence. While articulatory in nature, Katsika’s pro-
posal (Katsika 2016) that prosodic boundaries and lexical prominence are inte-
grated could also explain the data obtained in the current study. According to
her, prosodic events related to boundary marking (i.e. domain-edge lengthening,
articulatory strengthening, phrasal accents, boundary tones, and pauses) are in-
terdependent, with lexical prosody functioning as the interface between phrasal
prosody and constriction gestures (Katsika 2016: 169). Katsika’s hypothesis is
compelling as it can account not only for the acoustic results in the current study,
but also for data in studies of domain-final lengthening and phrasal accent.

One possible interpretation of the aforementioned proposals is that phrasal
effects would only affect segments in relation to a lexically prominent unit. This
approach would imply that prosodic structure is phonetically cued from lower
levels up, for instance from the Syllable to the Intonation Phrase. This bottom-up
view of the prosodic hierarchy would suggest that smaller domains provide the
framework upon which the whole structure is built. In light of the great deal of
variability in prosodic phrasing, it may be useful to consider an approach that
is more based on the concrete - and perhaps more stable - prosodic properties
of lower-level domains such as the Word. Although formulated to account for
other types of prosodic phenomena, Turk & Shattuck-Hufnagel (2007) and Kat-
sika (2016) proposals would explain the current findings of lengthening occurring
both in the segments immediately following the IP boundary and in the stressed
syllable.

Viewed this way, the results of the present study suggest that the lexically
prominent syllable may serve as an anchoring point for boundary marking, per-
haps in similarways to how it encodes phrasal prominence. The idea that domain-
initial strengthening and lexical stress are interdependent coheres with the exist-
ing body of literature showing an association between lexical stress and phrasal
accent in terms of pitch movement. In this interpretation, domain-initial effects
would begin in the stressed syllable, and move leftwards to the phrase-initial
boundary. That is, the locus of domain-initial effects would be best described as
the stressed syllable, and the scope of the effect would potentially include seg-
ments between that syllable and the major prosodic boundary. Differences in
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how lexical stress behaves phonetically would then explain specificities found in
the implementation of prosodic structure, as suggested by Cho (2016).

4.3 The linguistic function of boundary effects

The evidence gathered in this study suggests that there is more to domain-initial
effects than a purely biomechanical motivation. If domain-initial effects derived
only from the start-up of articulation after a prosodic break, for instance, differ-
ent languages would show consistent similarities in the way the prosodic effect
operates on given segments such as /p t k/. The current results, as well as the
findings from multiple studies reviewed in the Introduction, indicate that that is
likely not the case. In other words, domain-initial effects differ in relevant ways
from the marking of phrase edges before a prosodic boundary.

Domain-finally, the slowing down of articulators towards the end of the phrase
suggests a physiological motivation behind pre-boundary effects such as phrase-
final lengthening, or phrase-final creak. These phonetic effects can be interpreted
as a reflection of the speaker’s planning for the upcoming prosodic break, when
most articulators will be at rest. This biomechanical process could then explain
why phrase-final lengthening and/or phrase-final creak are crosslinguistically
common (cf. Jun 2005, 2014, see also references in Garellek 2015).

On the other hand, the observation that the locus of phrase-final lengthening
may relate to a lexically prominent syllable introduces a linguistic foundation for
the effect. It is noteworthy that pitch movements that encode phrase-final edges
also tend to associate with a linguistically relevant unit, such as a lexically promi-
nent syllable in languages with lexical stress. As mentioned in the above discus-
sion, the results of this investigation provide indication that prosodic boundary
marking in English, Spanish, and Portuguese also relates to the lexical stress sys-
tems of these languages. The correlation of pre-boundary marking with word
prosody thus suggests a possible parallel between the phonetic encoding of both
edges of a prosodic domain.

The fact that the phonetic marking of the initial edge seems to relate to the
segmental phonology of a language bespeaks a perhaps clearer linguistic moti-
vation for domain-initial effects. Given the relevance of prosodic boundaries in
speech recognition (Carlson 2009), an increase in phonemic contrast between
neighboring segments at a phrase edge could possibility facilitate the parsing of
speech. Because stressed syllables are prominent, it could be argued that they
serve as a natural anchoring point for the marking of phrase edges – initial and
final alike.
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4.4 Implications for phonological change: prestressed vowels in
Portuguese

The data obtained here suggest that unstressed vowels are longer near an IP
boundary in Portuguese, and that this boundary-related lengthening may pre-
vent unstressed vowel reduction from taking place. These combined results may
be useful to explain the asymmetry between prestressed and poststressed vowels
in the language. As mentioned in the Introduction, Brazilian Portuguese shows
a complex system of vowel qualities that relates simultaneously to lexical stress
and syllable position within the word. Figure 5 illustrates the current variation
in the expression of vowels in Brazilian Portuguese.

Figure 5: Variation in oral vowels in Brazilian Portuguese given stress
placement within the word. Different colors represent variation in
unstressed syllables with regards to word boundaries. Common allo-
phonic variation shown within each oval; pointed arrows represent
the direction of on-going sound change.

As can be seen in Figure 5, there is a stark contrast between unstressed oral
vowels occurring inword-initial as opposed toword-final position. Up to five oral
vowels can occur in unstressed word-initial syllables (i.e. /i e a o u/), whereas
only /ɪ ə ʊ/ occur in unstressed final syllables. If duration is taken to be one
the most important factors in the neutralization of contrasts in vowels, the fact
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that more vowel qualities are found in prestressed than poststressed position
may be a consequence of domain-initial strengthening: the longer duration that
can occur in prestressed position facilitates the distinction among more vowel
qualities. Although the results regarding vowel dispersion were not significant
for the current set of data, there is indication of a trend towards more dispersion
at an IP-boundary than IP-medially, depicted in Figure 6.

Figure 6: Vowel dispersion in Brazilian Portuguese /i a u/ given adja-
cency to an IP-boundary in the current study. The top graph shows
vowels near the IP-initial boundary; bottom graph shows distribution
of vowels IP-medially.

Put differently, the strengthening effect that derives from prosodic structure
may be influencing patterns of lexical prominence in Portuguese (cf. Barnes 2006,
Scheer & Ségéral 2008 for discussions). As the data (illustrated in Figure 6) sug-
gests, domain-initial strengthening may be partially connected to the still rela-
tively moderate reduction in prestressed syllables compared to poststressed ones
in the language. Although more studies are necessary to evaluate this hypothe-
sis, the current findings suggest that prosodic structure is at least a variable that
must be taken into consideration in investigations of unstressed vowel reduction
in Brazilian Portuguese, and in other languages.
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4.5 Limitations and future research

This study focused on the acoustic properties of voiceless stops and vowels im-
mediately following prosodic domain boundaries, compared to sounds that are
not adjacent to major boundaries. While some of the results discussed above may
appear to contradict earlier articulatory studies, these findings are strictly limited
to the acoustic realm, and no claims are made as to the locus, scope or anchor
of domain-initial effects in terms of articulation. Future articulatory studies that
manipulate lexical stress and accent using similar sample sizes would be useful
to reconcile the findings put forward here with previous research on articulation.

Furthermore, more studies are needed to strengthen the present results for
consonants other than voiceless stops. Similarly, future investigations of English
and Portuguese should also test different vowel qualities in the prestressed CV
syllable from the ones used here. For English, the fact that the test syllables al-
ways contained /ə/, a vowel which may not always show temporal expansion
(see Cambier-Langeveld 1997 for analogous results concerning final lengthening
in Dutch /ə/), may have influenced the scope of the boundary effect. For Por-
tuguese, investigating whether proximity to the IP boundary affects the reduc-
tion of prestressed /e/ and /o/ to [i ɪ ʲ] and [u ʊ ʷ] would also help determine the
extent to which boundary marking has implications to lexical stress reductions.

Since the current project focused on word-initial unstressed syllables, there
was much less experimental control for the stressed syllable in the trisyllabic
words used in the reading task. A follow-up investigation with tighter experi-
mental control on both the unstressed and stressed syllables could potentially in-
crease the validity of the present findings. As explained above, this study was not
explicitly designed to capture differences between stressed syllables, but main ef-
fects on stressed syllables were found in all of the languages investigated. More
research is hence necessary to confirm the associations found between prosodic
context and the phonetic characteristics of stressed syllables not immediately fol-
lowing a major prosodic boundary. A future study could also contrast unstressed
and stressed CV syllables like the ones tested here.

Acoustic investigations that manipulate the number of unstressed syllables be-
tween the boundary and the stressed syllable would also offer important contri-
butions to our understanding of domain-initial strengthening effects. Addition-
ally, although the test words measured in this research did not receive the main
phrasal accent, no specific control was undertaken with regards to the presence
and type of prenuclear pitch accents. Future studies that manipulate pitch ac-
cent type and placement would constitute a relevant refinement of the methods
employed here, including regarding the use of focus statements in both experi-
mental conditions.

68



2 Segmental cues to IP-initial boundaries

Finally, this investigation only considers data from English, Spanish, and Por-
tuguese, all of which are languages with somewhat unpredictable lexical stress.
It is possible that a similar acoustic study of languages with other types of word
prosody systems, including languages with fixed lexical stress, may result in dif-
ferent associations between boundary marking and lexical prominence. What’s
more, the claims made here may not be applicable to varieties of these languages
other than the ones investigated here, namely American English, Mexican Span-
ish, and Brazilian Portuguese, given the known prosodic differences between
dialects of the same language (e.g. Clopper & Smiljanic 2011: 145, for English;
Prieto & Roseano 2010, for Spanish; Frota et al. 2015 for Portuguese). In the case
of Spanish, it would be desirable to conduct a similar study using only monolin-
gual speakers instead of the fully bilingual participants recorded for the current
project.

5 Conclusion

This study sought to shed new light on the acoustic manifestation of domain-
initial strengthening, a type of boundary-induced prominence, from a crosslin-
guistic perspective. In doing so, it sought to provide more data on the ways
through which prosodic structure organizes speech. In contrast to most previous
investigations on the topic, the current project looked at unstressed segments oc-
curring in words that did not bear the main (nuclear) phrasal accent. The data
obtained from 42 speakers of English, Spanish, and Portuguese revealed that the
acoustic correlates of boundary marking extend beyond the initial segment in
unstressed CV syllables, affecting the vowel in Spanish and Portuguese, and the
stressed syllable in all three languages.

The data discussed here suggest a close connection between the grouping and
prominence functions of prosody, in which the stressed syllable may serve as
the anchoring point for boundary marking. This proposal is in line with findings
from studies of domain-final effects that controlled for stress placement in test
words (Turk & Shattuck-Hufnagel 2007, Cho et al. 2013, Katsika 2016). These in-
vestigations show that phrase-final lengthening is initiated farther away from the
boundary in polysyllabic words that do not have stress on the final syllable. The
combined evidence seems to suggest that lexically stressed syllables play a role in
marking both domain-initial and domain-final boundaries of major phrases. This
function of the stressed syllable would then add to its already established func-
tion in marking phrase-level prominence in some languages, and thus provide
support to the view that prosodic structure manifests itself phonetically through
the interaction of segmental and suprasegmental factors.
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More broadly, the results of the current study reinforce the idea that speakers
actively use language-specific phonological knowledge (e.g. VOT lag for English
/p t k/, vowel duration for Spanish and Portuguese /i a u/) to implement phonetic
distinctions that are relevant to speech categories (e.g. Kingston & Diehl 1994,
Cho & Ladefoged 1999). The present findings corroborate the hypothesis that
speakers indicate the grouping of their speech units by manipulating phonetic
detail (Cho 2016), thereby highlighting the effects of prosody on segmental pho-
netics (i.e. the prosody-phonetics interface). Finally, this investigation presents
further evidence that phonetic information relates to multiple levels of prosodic
structure simultaneously.
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Appendix A English stimuli

A.1 /p/

(1) petitions
a. You’re talking about ordinary polls but it’s not the same || petitions

must be SIGNED to be valid
b. Very often students do get to voice their concerns but these silly #

petitions make no difference

(2) patrolmen
a. Policemen can certainly arrest you but that’s not the case || patrolmen

only REINFORCE order
b. I’m used to being stopped by the police but I have to say: those angry

# patrolmen really scared me

A.2 /t/

(3) tequila
a. I’ve checked labels plus I’ve tried both drinks, so I’m pretty certain ||

tequila is WEAKER than pure vodka
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b. I’m used to drinking strong liquor because I don’t like beer but that
nasty # tequila made me so sick

(4) toccata(s)
a. No, they’re not something you eat at all! I know from music class ||

toccatas are just long MUSIC pieces
b. I did enjoy it; she’s an excellent musician, no doubt: that classy #

toccata was fantastic

A.3 /k/

(5) katrina
a. A lot of hurricanes do hit those parts but this time you are wrong ||

Katrina hit NEW ORLEANS, not Texas
b. I’ve lived through many horrible storms that caused much damage

but that deadly # Katrina destroyed the land

(6) capacious
a. It doesn’t refer to ability! You can check for yourself || capacious

means ROOMY or full of space
b. It is very sad there’s not too much they can do at this point: the city’s

# capacious museum closed

Appendix B Spanish stimuli

B.1 /p/

(7) pitada [piˈta.ða]
a. Estás confundido || pitada quiere decir SOPLADO más que sonido o

pitido
‘You’re mistaken, whistling is a BLOWING SOUND more than a noise
or a beep’

b. A causa de la lluvia, el árbitro Federico dio la # pitada a las tres horas
‘Because of the rain Federico the referee blew the whistle to end the
match at 3 o’clock’

(8) patrulla [paˈtɾuja]
a. Aqui en México || patrulla quiere decir un CARRO de vigilancia en la

ciudad
‘Here in Mexico, a patrol is a CAR used by city police’
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b. A pesar de las protestas, el gobierno va a mantener la # patrulla
policial diaria
‘Despite the demonstrations, the government is keeping the daily
police patrols’

B.2 /t/

(9) tipazo [tiˈpa.so]
a. No te confundas || tipazo quiere decir AMABLE más que un cuerpo

atractivo
‘Don’t mix the two up, a stud is more like a NICE guy than a hot one’

b. Es un tanto vulgar, aquí en esta zona no se dice # tipazo a las personas
‘That’s a little vulgar; around here we don’t call anyone a stud’

(10) tacada [taˈka.ða]
a. Según sus abuelos || tacada tiene que ver con ARMAS de fuego y no

con el billar
‘According to his grandparents, a strike is something to do with
GUNS, not with playing pool’

b. Ganó el partido porque su papá le enseñó una # tacada spectacular
‘S/he won the match because her/his dad taught her/him a great
move’

B.3 /k/

(11) cuchara [kuˈtʃaɾa]
a. Aprendí con ellos || cuchara se refiere TAMBIÉN a la herramienta del

albañil
‘I learned this from them “cuchara” ALSO means a trowel that you
use to build stuff’

b. Los albañiles estuvieron varias horas buscando la # cuchara para el
muro
‘The contractors spent several hours looking for a trowel to build the
wall’

(12) capricho [kaˈpɾitʃo]
a. Me parece raro || capricho significa un DESEO irracional muy intenso

‘That sounds strange, a whim means an irrational DESIRE that is very
intense’
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2 Segmental cues to IP-initial boundaries

b. Los abuelos prepararon recetas para cumplirle su # capricho
gastronómico
‘Her/His grandparents cook recipes just to satisfy her/his food whims’

Appendix C Portuguese stimuli

C.1 /p/

(13) pitada [pɪˈta.də]
a. Tem muito sal aqui || pitada quer dizer só UM POUQUINHO do

ingrediente na receita
‘You put too much salt in this; a pinch means JUST A LITTLE of the
ingredient’

b. Pimenta caiena é mais forte do que do reino; só uma # pitada tá mais
que bom
‘Cayenne pepper is much stronger than black pepper; just a pinch is
more than enough’

(14) patola [paˈtɔ.lə]
a. Não é um pato não || patola tem a ver com TAMANHO ou peso duma

pessoa
‘It doesn’t mean full of stock, stocky has to do with someone’s SIZE
or weight’

b. Elas venderam todos os filhotes mas essa cachorrinha # patola
ninguém levou
‘They sold most of the puppies but no one really wanted to take the
stocky one’

C.2 /t/

(15) tutela [tʊˈtɛ.lə]
a. Isso é outra coisa || tutela garante a AUTORIDADE sobre uma criança

‘That’s something else entirely; guardianship means having LEGAL
AUTHORITY over a child’

b. Meu pai ficou sabendo outro dia que o Gilberto perdeu a # tutela dos
três filhos
‘My father heard the other day that Gilberto lost custody of his three
children’
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(16) tacada [taˈka.də]
a. Esquece de taco || tacada quer dizer uma IDEIA inteligente que deu

certo
‘Forget about the word taco; tacada means a clever IDEA that panned
out’

b. Mesmo sem conhecer o gerente, não dá pra negar que aquela # tacada
foi de mestre
‘You don’t have to know the manager to acknowledge that his clever
move was exceptional’

C.3 /k/

(17) cutelo [kʊˈtɛ.lʊ]
a. Não é de açougue || cutelo é meio que um facão PEQUENO de uso

diário
‘It’s not a butcher knife, a cleaver is a kind of SMALL hatchet for
daily use in the kitchen’

b. Dependendo do tipo de carne é melhor usar aquele # cutelo
maiorzinho
‘I guess it depends on the kind of meat but you should probably use
that largish cleaver over there’

(18) capela [kaˈpɛ.lə]
a. Não é igrejinha || capela é um nicho PEQUENO dedicado a algum

santo
‘It’s not a small church, a chapel is a small area dedicated to a given
Catholic saint’

b. De todas as partes da igreja a que eu mais gosto é aquela # capela
dourada lá
‘Of all the areas of the church, my favorite spot is that golden chapel
over there’
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Appendix D Statistical summaries

Table 11: Statistics summary for the English data (ms: milliseconds; dur:
duration; m̃: median; MAD: median absolute deviation).

Prosodic context

IP-initial IP-medial

Variables min max m̃ MADa min max m̃ MAD

VOT /p t k/ (ms) 8 84 36 12 7 83 32 13
Vowel dur (ms) 15 73 32 12 21 71 33 12
Vowel F1 (normalized)b 7.73 22.4 9.95 1.33 6.23 26.54 9.96 1.81
Dur pause (ms) 32 1187 101 148 0 48 1 0
Dur stressed syllable (ms) 102 329 201 40 131 346 210 39

aMAD: median absolute deviation. MAD is a more robust measure of variability in non-normal
distributions than the standard deviation (Levshina 2015).

bObtained for each token based on the means and standard deviations calculated over all pro-
ductions by the same speaker + 10.

Table 12: Statistics summary for the Spanish data (ms: milliseconds;
dur: duration; m̃: median; MAD: median absolute deviation).

Prosodic context

IP-initial IP-medial

Variables min max m̃ MAD min max m̃ MAD

VOT /p t k/ (ms) 4 62 15 6 4 46 17 7
Vowel dur (ms) 23 99 59 16 24 98 54 14
Vowel F1 (normalized) 8.14 13.87 9.86 1.36 8.36 13.15 9.56 1.16
Dur pause (ms) 59 1164 125 131 0 89 3 0
Dur stressed syllable (ms) 109 375 201 31 142 364 212 30
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Table 13: Statistics summary for the Portuguese data (ms: milliseconds;
dur: duration; MAD: median absolute deviation).

Prosodic context

IP-initial IP-medial

Variables min max m̃ MAD min max m̃ MAD

VOT /p t k/ (ms) 7 58 20 12 1 51 22 13
Vowel dur (ms) 19 117 56 21 16 100 45 21
Vowel F1 (normalized) 8.07 12.27 9.95 1.02 8.20 12.96 10.21 1.26
Dur pause (ms) 47 724 185 152 0 33 0 0
Dur stressed syllable (ms) 120 468 246 71 133 385 209 37

Appendix E Wilcoxon tests results

Table 14: Results of two-tailed Wilcoxon tests for statistically signif-
icant differences between experimental conditions (IP-initial vs. IP-
medial position).

English Spanish Portuguese

Variable 𝑊 𝑝 𝑊 𝑝 𝑊 𝑝
VOT /p t k/ 26472 0.015* 19958 0.265 22193 0.917
Vowel duration 27261 0.487 25630 <0.001*** 30646 <0.001***
Vowel F1 22022 0.917 22846 0.178 20057 0.098
Dur pause 51859 <0.001*** 40296 <0.001*** 42210 <0.001***
Dur stressed syllable 23184 <0.001*** 18090 <0.001*** 30630 <0.001***
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This study investigates the impact of prosodic boundary phenomena and syntactic
clause boundaries on native and non-native speech chunking. German and Esto-
nian listeners were asked to listen to spontaneous utterances spoken in Estonian
and to mark in corresponding written transcripts when they perceived any sort of
a break between the words. Estonian listeners were the strongest guided by the
clause boundaries whereas German listeners were sensitive to all of the prosodic
boundary phenomena but resistant to the presence of clause boundaries. In partic-
ular, both German and Estonian listeners utilized longer pauses and rising F0 con-
tour as cues for chunk boundaries. German listeners additionally employed phrase-
final lengthening and intensity drop. These results suggest strong bottom-up ef-
fects in non-native speech processing, and both bottom-up effects and top-down
effects in native processing of speech. Thus, the well-known prosodic boundary
phenomena trigger bottom-up processing in on-going spontaneous speech com-
prehension.

1 Introduction

Speech comprehension starts with and depends on the extraction of discrete
sequential units from continuous speech flow. In order to discern and main-
tain these units in working memory, listeners interpret smaller units detected
in the context of larger ones, that is, in (speech) chunks (Dahan & Ferreira 2019,
Christiansen & Chater 2016). Speech chunking operates across multiple levels of
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linguistic representation and is related to top-down as well as bottom-up pro-
cessing (see, e.g., Dahan & Ferreira 2019). Top-down processing concerns world
and linguistic knowledge (including lexical, semantic and syntactic knowledge),
whereas bottom-up processing relates to sensory input from acoustic signals.
Native listeners, when extracting discrete units from speech, are known to ex-
ploit their top-down knowledge about lexical-semantic and syntactic informa-
tion (Mattys et al. 2005). Thus, top-down processing is decisive for chunking a
continuous stream of speech into units. This speeds up spoken language com-
prehension by helping listeners to rapidly recognize and process segments of
language that are syntactically, lexically and semantically coherent and plausi-
ble, given the context.

In certain aspects of linguistic structures, the extent of bottom-up processing
in speech chunking is unclear. In particular, signal-driven prosodic cues (e.g.,
lengthening of the segments) have proven to be highly functional for the recogni-
tion of words (e.g., White et al. 2020).Whether listeners are also able to recognize
chunks at a higher level, i.e., intonational phrases, is only vaguely understood.
Recently, Ordin et al. (2017) pointed out that listeners may apply phrase-level
prosody alongside word-level prosody for the generation of so-called prosodic
frames (Keating & Shattuck-Hufnagel 2002, Schild et al. 2014, Silbert et al. 2014).
Understanding the role of phrase-level prosody in chunking processes is neces-
sary because prosodic frames are proposed to take part in encoding as well as
decoding processes in language production and perception (Keating & Shattuck-
Hufnagel 2002, Schild et al. 2014, Silbert et al. 2014).

A handful of phonetic perception studies have indicated that signal-driven
prosodic information (e.g., durational or tonal discontinuities in terms of pausing,
lengthening and pitch reset) ranks rather low in native speech chunking (Cole
et al. 2010, Christodoulides et al. 2018, Duez 1985). In contrast, several psycho-
linguistic studies have demonstrated the significant role of phrasal prosody in
recognizing and remembering novel words (Langus et al. 2012, Ordin et al. 2017).
This, in turn, drives our investigation of speech chunking in non-native listeners
in comparison with native listeners (for a similar approach, see Himmelmann
et al. 2018, Riesberg et al. 2020). The current study asks to what extent speech
chunks are accessible from signal-driven prosodic information.

1.1 Signal-driven prosodic boundary cues

A type of well-known prosodic unit is the so-called tone group (Halliday 1967),
also known as the intonation unit (Chafe 1987) or, more commonly, an intona-
tional phrase (Pierrehumbert 1980, Ladd 2008). In intonational phonology, into-
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national phrases (IPs) constitute abstract phonological units that are composed
of discrete abstract categories of pitch accents and boundary tones (Ladd 2008,
Pierrehumbert & Hirschberg 1990). The identification of phonological categories
of pitch accents and boundary tones in spoken sentences usually follows from
phonological analysis. As such, the well-known concept of IP constitutes top-
down information about the phonological structure of a language. For the pur-
poses of this study, it is interesting that IPs frequently correspond with concrete
acoustic regularities directly observable in the speech signal.

IPs are frequently characterized as units of tonal coherence (Bois et al. 1992,
Breen et al. 2012, Buhmann et al. 2002, Himmelmann et al. 2018). An underly-
ing acoustical phenomenon of the significant percept of tonal coherence is the
continuous decline of fundamental frequency (F0, acoustic approximation of sen-
tence intonation) from the beginning to the end of an IP. This decline was tra-
ditionally measured considering the F0 maxima in phonological pitch accents
(see, e.g., Ladd 1988, Liberman & Pierrehumbert 1984, Pierrehumbert 1979). More
recent research has found a more automatic way to fit a straight line to the
F0 contour as a function of time (Yuan & Liberman 2014). F0 declination is a
global component of the F0 contour, and it should interact only mildly with lo-
cal F0 movements determining pitch accents and boundary tones (Fujisaki 1983,
Fujisaki & Hirose 1982). The regularity of F0 declination underlies the readily
audible cue of pitch reset, which means that the continuous decline of the F0
contour is disrupted by setting the level of F0 much higher than predicted by an
on-going F0 decline, e.g., by stepping up the pitch. In intonation research, the
pitch reset has often been utilized as a valuable cue signaling the right edge of
an IP (Cooper & Sorensen 1981, Couper-Kuhlen 2001, Himmelmann et al. 2018,
Ladd 1988, Schuetze-Coburn et al. 1991, Thorsen 1985).

In the stream of speech, IPs are most easily defined by their boundaries. The IP
boundaries in spoken language are associated with a battery of phonetic bound-
ary phenomena encompassing systematic changes in duration, intensity and
F0. In particular, a durational discontinuity that involves slowing down speech,
or, more specifically, lengthening speech segments, constitutes a type of signal-
driven prosodic cue that is frequently referred to as pre-boundary or phrase-final
lengthening (Berkovits 1994, Fon et al. 2011, Nakai et al. 2009, Petrone et al. 2017,
Wightman et al. 1992; for this cue in German, see also Schubö & Zerbian 2023
[this volume], Huttenlauch et al. 2023 [this volume], and Wellmann et al. 2023
[this volume]). In terms of prosodic boundary cues, intensity has attracted inter-
est to a lesser degree. However, some studies have indicated that an intensity
curve within words may also function as a boundary cue. The increasing inten-
sity difference between the initial and final syllable in a word constitutes the
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phenomenon of intensity drop (Trouvain et al. 1998, Wagner & McAuliffe 2019).
Finally, IP boundaries are well known to be indexed by intonational movements
(boundary tones at the abstract level of intonational phonology), which are in-
dexed by falling or rising F0 contours at the ends of IPs (e.g., consider falling
intonation in statements and rising intonation in questions; on the role of ris-
ing F0 contours, see Petrone et al. 2017, Huttenlauch et al. 2023 [this volume],
andWellmann et al. 2023 [this volume]). Thus, signal-driven prosodic cues, such
as phrase-final lengthening, intensity drop, pitch reset and F0 movements, de-
fine IPs in spoken utterances. These cues have certain acoustic correlates in the
speech signal and these can be investigated as input for bottom-up processing.

1.2 Perception of phrasal prosody

In the auditory processing of language, the discontinuities of duration and F0
have been shown to be highly functional. Namely, phrase-final lengthening and
continuous F0 declination can help listeners to discover long-distance dependen-
cies between words, or tentatively, clausal relationships (de la Cruz-Pavía et al.
2019, Langus et al. 2012, Ordin et al. 2017). For example, in an experiment with
Italian listeners, Langus et al. (2012) created a novel language by defining words
and long-distance semantic dependencies between them through systematically
manipulating the probability distributions of sounds and syllables. Importantly,
the stipulative sentences of the novel language were additionally accompanied
by pre-boundary lengthening and continuous F0 declination. Langus et al. (2012)
were able to demonstrate that long-distance dependencies between the words
were only discovered in the presence of prosodic cues. Moreover, they found
that while F0 declination is useful for detecting dependencies at the level of a
stipulative sentence or a clause, phrase-final lengthening induces the listener
to perceive a stipulative syntactic phrase. Thus, they were able to separate the
functions of the two types of prosodic cues at two different linguistic levels –
a stipulative phrase vs. a stipulative clause. Altogether, the results from Langus
et al. (2012) demonstrate that the presence of phrase-final lengthening and F0
declination clearly enforces perception of a sort of language chunk. For addi-
tional functionality in infant language acquisition see Wellmann et al. 2023 [this
volume].

Phonetic studies of perceptual speech chunking further indicate that there is
an unavoidable syntactic component in the perceptual chunking of language. For
example, Duez (1985) presented listeners with natural, distorted and synthesized
speech and asked them to explicitly mark silent pauses. Remarkably, the results

90



3 Chunking an unfamiliar language

show that listeners detected significantly fewer pauses in distorted and synthe-
sized speech than in normal speech. Thus, the study indicates that listeners, even
when explicitly detecting signal-based information, may rely more strongly on
syntactic-semantic information than acoustic information or may ignore the lat-
ter altogether (for a replication of these results, see Simon & Christodoulides
2016). In a more recent study, Cole et al. (2010) asked native listeners of Ameri-
can English to listen to broadcasted conversations and to mark in written tran-
scripts where they heard some sort of a break or juncture. The results show that
clause boundaries had the strongest impact on boundary perception; phrase-final
lengthening or a duration cue ranked lower, and F0 did not play any role. A study
by Christodoulides et al. (2018) employed slightly different methodology by ask-
ing French listeners to press a button when they heard some sort of a break
in speech. The timeline of button presses was synchronized with the stream of
speech, and without having any written input, the outcome was nevertheless
that syntactic clause boundaries most strongly contributed to boundary percep-
tion. These results further demonstrate how influential the access to clausal in-
formation is in the metalinguistic tasks. As the clause boundaries constitute the
linguistic knowledge, they can be taken as input for the top-down processing. As
such, the existing studies demonstrate pervasive top-down processing in native
speech comprehension.

Strikingly, Riesberg et al. (2020) found that lexical and syntactic variables par-
ticipate even in non-native perception of speech chunks. Their study employed
the same methodology as in Cole et al. (2010) and asked native speakers of Ger-
man to listen to short stories spoken in Papuan Malay and mark in written tran-
scripts where they heard some sort of a break. Speakers of Papuan Malay were
presentedwith short stories in Germanwith the same task. Both language groups
also judged the stories spoken in their native language. For listeners from both
language groups, clause boundaries were the second strongest factor that con-
tributed to the perception of chunks in the unfamiliar languages, while pauses
were the strongest cue.

This result becomes less surprising when considering language production.
Specifically, several studies have found that syntactically defined segments, such
as clauses and phrases, are often accompanied by acoustic discontinuities (see,
e.g., Cutler et al. 1997, Petrone et al. 2017). For example, Féry & Ishihara (2009)
demonstrated in a reading experiment that speakers tended to reset pitch and
start a new declination trend for F0 at the beginning of embedded subclauses.
This indicates that IPs, or the signal-driven prosodic cues of duration, and F0
in particular, tend to strongly associate with the syntactic representation of lan-
guage. In other words, syntactic elements such as clauses are produced as prosod-
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ically coherent speech chunks, and the results from Riesberg et al. (2020) suggest
they will also be perceived as such regardless of the listener’s language back-
ground.

1.3 The current study

The aim of this study is to determine the impact of signal-driven prosodic cues
(i.e., bottom-up processing) separately from syntactic-semantic information (i.e.,
top-down processing) in speech chunking. For this, we investigate how non-
native speakers perceive an unfamiliar natural language. When processing an
unfamiliar language, semantic-syntactic cues are not available to the listener.
Arguably, this forces non-native listeners to rely on signal-based acoustic cues
whilst chunking speech (Himmelmann et al. 2018, Riesberg et al. 2020). By in-
vestigating chunking of speech flow in an unfamiliar language, we are able to
examine the role of signal-based prosodic information in bottom-up processing
of language.

To assess the influence of prosodic information on speech chunking, we con-
ducted a chunking experiment based on Rapid Prosody Transcription (RPT; Cole
et al. 2010, 2011, Mahrt 2016) in which Estonian and German listeners had to
chunk excerpts of spontaneous utterances spoken in Estonian. We investigated
the impact of signal-driven prosodic cues (i.e., phrase-final lengthening, inten-
sity drop, rate of F0 declination, and pause duration) against the clausal struc-
ture of spontaneously spoken utterances and the listeners’ language background.
Signal-driven prosodic information serves as input for bottom-up processing,
whereas the clausal structure provides input for top-down processing. Crucially,
the clausal structure of Estonian utterances is not available for German listen-
ers who are unfamiliar with the Estonian language. Therefore, we hypothesized
that the impact of bottom-up information in speech chunking is modulated by
the listener’s language background. Based on the notion of top-down processing,
we expected the German listeners to be less affected by the clausal structure and
to be more sensitive to the signal-driven prosodic cues, whereas the Estonian
listeners were expected to use both clausal and acoustic cues. The alternative
prediction relies on the results in Riesberg et al. (2020). Namely, the German lis-
teners could perform similarly to Estonian listeners in terms of clausal cues. This
outcome would indicate a strong relationship between prosodic information and
clausal structure in Estonian speech production because, arguably, the German
listeners would rely on the prosodic cues that are tightly associated with clausal
structure.
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2 Materials and method

For our experiment, we applied the methodology of Rapid Prosody Transcription
(RPT), in which listeners are typically asked to listen to excerpts of speech and
mark the words that they perceive as prominent or that stand before some sort
of a break (Cole et al. 2010, 2011, Mahrt 2016).

2.1 Participants

Altogether, 47 Estonian listeners (average age 30.0 years) took part in an earlier
experiment (Ots & Taremaa 2022). They originated from various regions of Esto-
nia. Given their age, they most likely speak Standard Estonian, and the dialectal
variation in Estonia is probably not that pronounced in young speakers.

For this study, 90 native speakers of German were recruited through a crowd-
sourcingmarketplace designed for conducting research (Prolific). Theywere paid
about £2.50 to complete the task, which took about 20 minutes. The average age
of the participants was 28.8 years (with 0.03 percent of participants not report-
ing). 48.9 percent of participants were female, and 46.7 percent were male (with
0.04 percent of participants not reporting). All participants reported German to
be their first language. 86.7 percent of participants reported having knowledge of
some other language, most frequently English. None reported having knowledge
of Estonian.

2.2 Stimuli

We extracted 396 excerpts of spontaneous speech (4727 words altogether) from
10 native Estonian speakers (5 male and 5 female speakers with an average age
of 25.3 years) from the phonetic corpus of spoken Estonian (Lippus et al. 2016).
Auditive analysis did not reveal any distinctive dialectal characteristics in these
speakers. They appeared to use Standard Estonian as it is taught in schools. The
excerpts constituted a stretch of fluent speech between silent pauses of 400 ms or
longer. The excerpts contained 18 to 24 syllables, yielding an average duration of
3300 ms. For the experiment with Estonian listeners, the 396 excerpts were ran-
domly distributed between 4 different lists, each containing 99 excerpts in total.
The lists for German listeners were kept shorter, as their task was to listen to
non-native language. Thus, the 396 excerpts were randomly distributed between
9 lists, with each list containing 44 excerpts in total.
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2.3 Procedure

The Estonian excerpts were presented to native speakers of German, unfamiliar
with the Estonian language. The study was conducted over the internet using
LMEDS software (Mahrt 2016). Based on RPT methodology (see, e.g., Cole et al.
2010, 2011, Riesberg et al. 2020), the participants were asked to listen to speech
excerpts and identify the chunks of words (“kõnejupp” in Estonian, “Wortgrup-
pierung” in German) in the written transcripts appearing on the screen. Techni-
cally, they needed to click on the words that they perceived as occurring at some
sort of a break. In essence, the task was to make a binary choice to either place a
boundary or not at each consecutive pair of words in an excerpt. No additional
instructions on what exactly this break might be were provided. The Estonian
listeners were allowed to listen to the excerpts two times, the German listeners
were able to listen to the excerpts as many times as they needed.

As this task requires listening to speech excerpts and simultaneously reading
written transcripts, it is recognizably difficult for a non-native listener to perform.
However, it has already been successfully administered with languages that are
typologically far apart in a study by Himmelmann et al. (2018), in which German
listeners were asked to chunk speech excerpts from Indonesian languages, and
speakers of Indonesian languages were asked to chunk speech excerpts in Ger-
man. Riesberg et al. (2020) followed a similar procedurewith German and Papuan
Malay speakers. Both studies yielded interpretable and plausible results. The re-
searchers’ justification for this procedure was based on the shared orthographic
conventions of the languages.

Estonian orthography is phonemic, and therefore, it should be easily accessible
to a German listener/reader. Except for some contrasts in phoneme length, each
symbol is encoded by exactly one sound, and most of the graphemes correspond
to symbols in German. The survey conducted after the completion of the task
indicated that the participants were happy to take part in the study: the average
satisfaction on a scale of 0 to 100 was 78.7 (SD = 20.7). 13.3 percent of participants
claimed to have difficulties with mapping speech sounds to written words, and
11.1 percent of participants even reported having fun listening to a language that
they did not know.

We did not manage to present the lists to equal numbers of participants, as the
LMEDS software does not have the option to define different lists of experimen-
tal stimuli. Unfortunately, our own solution for extending the LMEDS with this
feature did not work properly. Thus, the number of listeners per excerpt varies
across the lists, ranging from a total of 6 to a total of 12 listeners per list.

The participants’ responses were encoded at the final boundary of every word,
using 0 when no boundary was placed and 1 when a boundary was placed. Al-
together, the Estonian results consisted of 55,541 data points, and the German
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results consisted of 47,257 data points (number of words multiplied by the num-
ber of listeners). We did not instruct the participants to listen for breaks in the
very last words of excerpts, and therefore, the final words of each excerpt were
excluded from the evaluation of effects, leaving us with 50,889 data points for
the Estonian data and 43,291 data points for the German data.

2.4 Test variables

Four test variables capturing the variation in duration (syllable duration, pause
duration), intensity (intensity difference) and F0 (F0 proportion) were automati-
cally extracted from all words in the excerpts. The absolute duration of the last
syllable of every word (syllable duration in milliseconds) was taken to index pre-
boundary lengthening. An utterance was defined to be a stretch of fluent speech
between silent pauses of 400 ms or longer. Thus, the selected utterances did not
contain pauses that were longer than 400 ms. However, they did contain silent
and filled pauses shorter than 400 ms (352 instances (0.07%) in a corpus of 4372
words). The duration of these silent and filled pauses was collected as the second
durational variable after syllable duration (pause duration in milliseconds).

For the third variable, intensity difference, the intensity as root mean square
(RMS) amplitude of the very first and the very last syllable of a word was auto-
matically extracted, and the intensity curve within a word was approximated by
subtracting the RMS value of the last syllable from the RMS value of the first syl-
lable (intensity difference). The intensity difference was calculated to index the
intensity drop. The larger the intensity difference, the likelier it is that a word
contains the intensity drop. A small or negative difference is an indication that
a word does not contain an intensity drop.

F0 contours (Hz) were extracted from the excerpts in two passes with the help
of the auto-correlation method available in Praat (Boersma & Weenink 2019).
During the first pass, F0 tracks were extracted with Praat default settings for the
lowest and highest F0, the “floor” and “ceiling” (75 Hz and 600 Hz, respectively).
Then, the first and third quartiles of F0 (Q1 and Q3) were calculated for each
speaker and recorded in a table. In the second pass, F0 contours were extracted
with speaker-specific settings (0.75*Q1 for the floor and 1.5*Q3 for the ceiling).
Finally, the resulting F0 contours were smoothed by 4 Hz and quadratically in-
terpolated using the corresponding functions in Praat. Based on the F0 contours,
F0 maxima (in Hz) were automatically identified in the vowels of the word-initial
lexically stressed syllables. This identification procedure is well justified because,
in Estonian, the high tone of the falling pitch accent is most frequently aligned
with the first syllable (see, e.g., Asu & Nolan 1999). Therefore, relatively high F0
maxima from the word-initial syllables can be taken to index intonational pitch
accents.
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For the fourth variable – F0 proportion, F0 maxima were divided with the
corresponding utterance’s mean F0. As such, the F0 proportion was devised to
approximate the height of a pitch accent relative to the utterance’s mean F0. F0
proportion was calculated to normalize the speaker-specific and item-specific
tonal variation in the utterances. Due to the well-known phenomenon of F0 dec-
lination, F0 maxima are higher at the beginnings of the corresponding domains
(e.g., IP, clause, or a perceptual speech chunk) than at the ends of these domains
(Cooper & Sorensen 1981, Liberman & Pierrehumbert 1984, Yuan & Liberman
2014). Therefore, F0 maxima decrease across the domain also relative to the ut-
terance’s mean. In other words, F0 proportion is smaller at the ends of corre-
sponding domains than at the beginnings of these domains. Followingly, the F0
proportion should be smaller at the end of the perceived boundaries than at the
non-boundaries if the non-expert perception of a break, or more generally, the
perception of a speech chunk relies on the tonal coherence.

The material was also scored for the boundaries of clauses. This scoring was
not devised in a particular syntactic framework but followed the functional ap-
proach provided in Erelt & Metslang (2017). A clause was defined as consisting
of a finite verb together with elements that cluster around the verb and are not fi-
nite verbs themselves. Clauses were allowed to also consist of non-constituents,
such as disclosures and interjections. In practice, conjunctions served as a fre-
quent cue for the separation of utterances into smaller units of clauses (see rows
7 and 12 in Table 1). For clausal structure, the last word in a clause was encoded
as being at the clause boundary.

2.5 Analysis

In our analysis, the continuous variables of syllable and pause duration, intensity
difference, and F0 (F0 proportion) function as bottom-up information, whereas
clause boundaries function as top-down information. In terms of the impact of
continuous signal-based prosodic variables in perceptual chunking, we expected
the likelihood of boundary perception to increase

1. together with increasing syllable duration,

2. together with increasing pause duration,

3. together with increasing intensity difference,

4. together with decreasing F0 proportion.

96



3 Chunking an unfamiliar language

Table 1: Sample of the scoring of clause boundaries in conversational
utterances.

Row Transcription Translation Function Clause boundary

1 ja and conjunction no
2 siis then adverbial no
3 käisi-me went-we verb no
4 seal there adverbial no
5 iisraeli Israelian adverbial no
6 muuseum-is museum-in adverbial yes
7 kus where conjunction no
8 see this subject no
9 suur big subject no
10 makett maquette subject no
11 oli was verb yes
12 mis which conjunction no
13 oli was verb no
14 päris pretty predicative no
15 võimas awesome predicative yes

We predicted that the perception of both types of information would be mod-
ulated by the listener’s linguistic background (familiar vs. unfamiliar) such that
the effects of prosodic variables would be larger for German than for Estonian
listeners and that the effect of clause boundaries would be larger for Estonian
than for German listeners.

The effects of clause boundaries, syllable duration, intensity difference, F0
proportion and pause duration were estimated in relation to the language back-
ground in the general linear mixed effects regression analysis as provided in the
lme4 package (Bates et al. 2015) in R (R Core Team 2018). We defined five predic-
tors of the binomially distributed response variable:

1. an interaction between clause boundaries and language,

2. an interaction between syllable duration and language,

3. an interaction between pause duration and language,

4. an interaction between intensity difference and language,

5. an interaction between F0 proportion and language.
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Pause and syllable durations were logarithmically transformed with the base
of 10. To maintain the interpretability and comparability of the slopes, all contin-
uous variables were z-scored before entering the regression analysis. The gener-
alized linear mixed effects model was defined to contain the number of listeners
as an exposure variable because the four lists of excerpts in the Estonian exper-
iment and the nine lists of excerpts in the German experiment were exposed
to different numbers of listeners. The random effects structure included random
slopes for listeners because we reasoned that listeners are highly likely to vary in
their sensitivity to the clausal structure, syllable duration, pause duration, inten-
sity difference and F0 proportion. We also included random slopes for excerpts
because they originated from the conversations of 10 different speakers and dis-
played considerable and systematic variation in speech rhythm, intensity, and
melody. The converging model fit was obtained by using the optimx optimizer
(Nash 2014, Nash & Varadhan 2011).

3 Results

3.1 The impact of prosodic cues on non-native speech chunking

The aim of the analyses was to determine the impact of phonetic variation of du-
ration, intensity and F0 as bottom-up information in non-native speech chunking.
Before proceeding to the statistical evaluation, the explanatory variables were
checked for correlations (see Table 2).

Table 2: Correlations between the explanatory variables as estimated
by Pearson’s r coefficient. The significance stars indicate how likely
they are to be found in the whole population, given the sample means.
***: 𝑝 < 0.001, **: 𝑝 < 0.01, *: 𝑝 < 0.05.

Clause Syl. dur. Int. dif. F0 prop.

Clause
Syllable dur. 0.08***
Intensity dif. 0.12*** −0.02
F0 prop. 0.04** 0.04* 0.19***
Pause dur. −0.01 0.07 −0.06 0.03

The correlations between the selected variables in Table 2 are very close to
zero. This indicates that they are appropriate as explanatory variables for the
multiple regression analysis with mixed effects. The results of the analysis are
presented in Table 3. The column “Est.” contains the log odd estimates of the
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fixed effects clause, syllable duration, intensity difference, pause duration and
F0 proportion in interaction with language. The third and the fourth column
give the 95% confidence intervals of the estimates. The t-values and p-values
can be found in the last two columns. The p-values are given together with the
significance codes (asterisks).

Table 3: Log odd estimates and significance of the standardized vari-
ables in predicting boundary perception. ***: 𝑝 < 0.001, **: 𝑝 < 0.01, *:
𝑝 < 0.05.

Est. 2.5% 97.5% 𝑡 𝑝
(Intercept) −12.22 −12.99 −11.46 −31.35 0.00***
Language [Ger] 1.84 0.97 2.71 4.15 0.00***
Clause [yes] 3.18 2.65 3.71 11.72 0.00***
Syllable dur. 0.04 −0.21 0.29 0.3 0.77
Intensity dif. 0.06 −0.31 0.44 0.34 0.73
Pause dur. 0.53 0.27 0.79 4.06 0.00***
F0 prop. 0.27 0 0.54 1.98 0.05*
Language [Ger]:Clause [yes] −2.57 −3.11 −2.04 −9.41 0.00***
Language [Ger]:Syllable dur. 0.22 0.01 0.42 2.1 0.04*
Language [Ger]:Intensity dif. 0.32 0.08 0.56 2.57 0.01**
Language [Ger]:Pause dur. 0.06 −0.15 0.26 0.54 0.59
Language [Ger]:F0 prop. 0.16 −0.04 0.37 1.55 0.12
AIC 5770.47
R2 (fixed effects) 0.15
R2 (all effects) 0.78

The positive values of the log odd estimates indicate an increase in the proba-
bility of boundary perception, whereas the negative values suggest a decrease in
the probability of boundary perception. Given that the variables were standard-
ized before entering the regression analysis, the estimates enable us to see that
the presence of a clause boundary is the factor that has the most profound effect
on boundary perception. This is followed by the effect of the interaction between
the language and clause and the main effect of the language. The lower-ranking
effects stem from the signal-based prosodic variables. The main effect of the lan-
guage is followed by the main effect of pause duration. The next strongest effect
is the intensity difference in the interaction with language. This is followed by
the main effect of F0 proportion. Finally, syllable duration also contributes to the
boundary perception in the interaction with language. The main effects of sylla-
ble duration and intensity difference, and the interactions between language and
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pause duration and between language and F0 proportion did not turn out signif-
icant. The results of the linear-mixed effects regression analysis are illustrated
in the effect plots in Figure 1. These plots highlight the predicted influences of
clause boundaries, syllable duration, intensity difference, pause duration and F0
proportion on boundary perception.

Figure 1A further demonstrates how the significant main effect of clause
boundaries is modulated by the significant interaction between clause bound-
aries and language background. In particular, we can see that the Estonian lis-
teners are strongly affected by the presence of a clause boundary whereas the
German listeners are insensitive to the presence of clause boundaries (compare
blue points and whiskers to red points and whiskers). Figure 1B demonstrates
that increasing duration of the last syllable contributes to the perception of a
boundary for German (see the blue line and confidence intervals that are not
overlapping from left to right) but not for Estonian listeners (see the red line
and the red confidence intervals that are overlapping from left to right along
the probability function). Similarly, Figure 1C indicates that the probability of
hearing a boundary increases together with increasing intensity difference for
German listeners (see the blue line and confidence intervals that are not overlap-
ping from left to right) but not for Estonian listeners (see the red line and the
red confidence intervals that are overlapping from left to right along the prob-
ability function). Figures 1D and 1E underscore the main effects of pause dura-
tion and F0 proportion. We can readily observe that regardless of the listener’s
language background, the probability of boundary perception increases as the
pause duration and F0 proportion increase (see the rising probability functions
and non-overlapping confidence intervals in blue and red from left to right along
the probability functions).

3.2 Interrater agreement

To establish the interrater agreement, we calculated Fleiss’ 𝜅 scores between the
Estonian and German listeners according to the lists of excerpts (see Table 4).

The 𝜅 scores in Table 4 show fair agreement within Estonian listeners and
within German listeners. While Estonian listeners of Lists 1 and 2 perform mod-
erately, the scores for other lists remain below 40, yielding an average 𝜅 score of
0.38 for Estonians. The average 𝜅 score for German listeners is 0.28, also indicat-
ing fair agreement. It was not possible for us to calculate the 𝜅 scores between
the Estonian and German listeners because the excerpts were distributed among
the different lists (among four lists for Estonians and nine lists for Germans).
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Figure 1: Predicted probabilities of boundary perception as a function
of clause boundaries (A), syllable duration (B), intensity difference (C),
pause duration (D) and F0 proportion (E) while holding other variables
constant. The shadowed bands around the lines represent 95% confi-
dence intervals of the estimates. The change in the probability function
is significant when the confidence intervals do not overlap from left to
right along the probability function.
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Table 4: Fleiss’ 𝜅 scores for boundaries in the familiar (Estonian) and
unfamiliar (German) language conditions. 𝑁 : Number of listeners. The
𝜅 values between 0–0.20 indicate slight agreement, 0.21–0.40 suggest
fair agreement, 0.41–0.60 indicate moderate agreement, 0.61–0.80 in-
dicate substantial agreement, and 0.81–1 suggest almost perfect agree-
ment (see Landis & Koch 1977).

List 𝑁 𝜅 95% CI 𝑧 Agreement

Estonian
1 13 0.47 (0.46, 0.47) 142.32 moderate
2 9 0.41 (0.40, 0.42) 85.67 moderate
3 14 0.39 (0.38, 0.39) 126.14 fair
4 11 0.27 (0.26, 0.28) 68.37 fair

Mean (SD): 0.38 (0.08) (fair)

German
1 10 0.29 (0.28, 0.30) 45.05 fair
2 10 0.34 (0.33, 0.36) 51.91 fair
3 9 0.33 (0.31, 0.34) 44.12 fair
4 11 0.25 (0.24, 0.26) 42.17 fair
5 13 0.25 (0.24, 0.26) 42.17 fair
6 12 0.28 (0.27, 0.29) 56.33 fair
7 7 0.23 (0.22, 0.24) 42.42 fair
8 6 0.32 (0.30, 0.34) 28.17 fair
9 12 0.27 (0.26, 0.28) 51.07 fair

Mean (SD): 0.28 (0.04) (fair)

Therefore, we decided to investigate the perceptual chunks to seewhether they
show any similarities between the native and non-native speakers. The results of
the regression analysis have strongly indicated that for the Estonian listeners, the
boundaries of chunks correspond with clause boundaries. Additionally, they are
guided by pause duration and F0 proportion. The German listeners, in contrast,
are not affected by clause boundaries and relymore strongly on the acoustic char-
acteristics of words (syllable duration, intensity difference, pause duration and
F0 proportion). Therefore, we decided to investigate some lexical and prosodic
characteristics of the chunks that were identified by the German and Estonian
listeners. Firstly, we examined the length of the chunks in terms of duration
(in milliseconds) and the number of words. There is an idea that chunking pro-
cesses could be constrained by the capacity of working memory, which has been
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frequently measured in how many words a person is able to recall (Green 2017).
The finding is that the working memory mostly spans from five to seven words
(sometimes even nine words, Miller 1956). We speculated that the German lis-
teners might be stronger constrained by the memory capacity than the Estonian
listeners because language processing and memory of the Estonian listeners are
supported by the semantic and syntactic information that is inaccessible to the
German listeners. So, we expected the duration of non-clausal chunks that were
perceived by German listeners to conform stronger with the memory constraint
than the duration of the clausal chunks that were identified by Estonian listen-
ers. In particular, we expected non-clausal chunks to be shorter and less variable
than the clausal chunks.

Secondly, we analysed the lexical constituency of the chunks. Concerning
words, we expected that the chunks identified by the Estonian listeners are more
likely to begin with conjunctions and the so-called clausal connectors (e.g. et,
‘that’; aga, ‘but’; kui, ‘if/when’; etc.) than the chunks identified by the Germans.
This is because conjunctions signal the beginning of a new clause (in our analy-
sis) and only the native speakers have access to this syntactic information. Thus,
it is not likely that the German listeners would consistently identify conjunction-
initial chunks. Finally, we explored the tonal coherence of the perceptual chunks.
As discussed in the Introduction, the tonal coherence can be approximated by the
decline of F0 across the respective domain (e.g., IP, clause or perceptual chunk).
Thus, we visually estimated the degree of tonal coherence of the perceptual
chunks by observing the averaged F0 contours of the native and non-native lan-
guage chunks. We speculated that the non-native chunks (non-clausal chunks)
exhibit tonal coherence to a larger degree than the native chunks (clausal chunks)
because the German listeners were stronger guided by the bottom-up prosodic
cues than were the Estonian listeners.

3.3 Any shared characteristics between the native and non-native
chunks?

We examined the chunks identified by the Estonian and German listeners con-
sidering the chunks’ length (in duration and number of words, Table 5), lexical
characteristics (Table 6) and tonal coherence (Figure 2).

The averages of duration and length in words in Table 5 indicate that the per-
ceptual chunks do not differ in duration or the number of words between the
two language groups. In other words, listeners with Estonian and German back-
grounds identify chunks of the same length and size. The difference is that the
chunks identified by Estonian listeners are more likely to form a clause than the
chunks identified by the German listeners.
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Table 5: Lengths of chunks in German and Estonian listeners as esti-
mated by duration (ms) and number of words in chunks.

Av. duration (ms) Length in words

Language group Mean SD Mean SD

Estonian 1452 850 5.85 3.35
German 1417 749 5.86 3.24

For the lexical characteristics in Table 6, we identified words that appeared
most frequently in the first, second, third and final positions in the chunks. The
aim was to see if the lexical content of the chunks differs between the two lan-
guage groups.

Table 6 reveals no differences in the lexical constituency of Estonian and Ger-
man chunks. The word frequencies reflect the nature of spontaneously spoken
Estonian, in which the connectors (et ‘that’, ja ‘and’) and the pronouns (ma ‘I’,
see ‘this’) have the highest frequency (see Lippus 2019).

Furthermore, we investigated the tonal coherence of the perceptual chunks
that were identified by German and Estonian listeners. For this, we extracted F0
contours of each excerpt identified by each listener and categorized them based
on their position within the excerpt: (i) at the beginning of the excerpts, that is,
first chunk, (ii) following the first chunk, that is second chunk, (iii) at the end
of the chunk, that is final, (iv) and all others between the second and the last
chunk within the excerpt. There were 3999 three-chunk excerpts (46.9 percent
of all the chunked excerpts), 2615 four-chunk excerpts (30.6 percent of all the
chunkings) and only 1099 two-chunk excerpts (12.9 percent of all the chunkings).
F0 contours of the perceptual chunks were then time-normalized by extracting
32 F0 measures, equally distributed within a respective perceptually identified
chunk. The 32 measurements of F0 were then averaged by their position (see
Figure 2). The different panels in Figure 2 enable us to follow the decline of F0
in the excerpt-initial chunks, in the chunks of second position, the chunks of
excerpt-medial position, and the chunks of the excerpt-final position.

We can observe a continuous decline in F0 over the entire excerpt but also
over the chunks identified at the different positions in the excerpts. Tonally, the
chunks identified by German and Estonian listeners are comparable, and no ma-
jor differences occur.
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Table 6: The 10 most frequent words in the first, second, third and final
positions of chunks identified by Estonian and German listeners. FR:
frequency ranking

FR First pos. Second pos. Third pos. Last pos.

Estonian
1 et ‘that’ siis ‘then’ on ‘is’ et ‘that’
2 ja ‘and’ ei ‘no’ ei ‘no’ noh ‘well, uhm’
3 siis ‘then’ ma ‘I’ oli ‘was’ on ‘is’
4 ma ‘I’ see ‘this’ et ‘that’ siis ‘then’
5 aga ‘but’ on ‘is’ me ‘we’ see ‘this’
6 see ‘this’ oli ‘was’ see ‘this’ ka ‘too’
7 kui ‘if, when’ et ‘that’ nagu ‘like’ oli ‘was’
8 või ‘or’ ta ‘(s)he’ ma ‘I’ jah ‘yes’
9 ei ‘no’ me ‘we’ seal ‘there’ ja ‘and’
10 mingi ‘some’ seal ‘there’ kui ‘if, when’ seda ‘this [PART]’

German
1 et ‘that’ siis ‘then’ on ‘is’ et ‘that’
2 ja ‘and’ ma ‘I’ ei ‘no’ see ‘this’
3 siis ‘then’ ei ‘no’ oli ‘was’ ja ‘and’
4 ei ‘no’ et ‘that’ et ‘that’ siis ‘then’
5 on ‘is’ see ‘this’ see ‘this’ nagu ‘like’
6 ma ‘I’ on ‘is’ ma ‘I’ mingi ‘some’
7 see ‘this’ oli ‘was’ me ‘we’ on ‘is’
8 oli ‘was’ seal ‘there’ kui ‘if, when’ seda ‘this [PART]’
9 noh ‘well, uhm’ ja ‘and’ nagu ‘like’ oli ‘was’
10 aga ‘but’ kui ‘if, when’ siis ‘then’ noh ‘well, uhm’
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Figure 2: Time-normalized F0 contours converted into semitones (st)
by position in excerpts and by language background of listeners. “First”
refers to the excerpt-initial position and “Second” to the second posi-
tion in an excerpt. “Medial” incorporates all other positions except the
final position, and “Final” indicates the excerpt-final chunks.

4 Discussion

This study set out to investigate the impact of signal-driven prosodic cues on
speech boundary perception in listeners of an unfamiliar language.We employed
an RPT experiment in which German listeners unfamiliar with the Estonian lan-
guage were asked to chunk spontaneous utterances spoken in Estonian. The re-
sults of the experiment were compared to the results of a previous experiment
in which Estonian listeners were asked to perform a similar task listening to
the same speech excerpts (Ots & Taremaa 2022). We examined the duration of
word-final syllables, the duration of pauses, intensity curves and F0 (F0 maxima
relative to average F0 of respective sentences) as set against the clausal structure
at the chunk boundaries identified by German and Estonian listeners.

The results show that German listeners appear to use all the phonetic cues
of syllable duration, intensity, pause duration and F0, and to ignore the clausal
information. In contrast, Estonian listeners mostly utilize top-down information,
as they largely relied on clause boundaries in the chunking task. After the clausal
information, Estonian listeners also used the phonetic cues of pause duration and
F0 but not syllable duration and intensity difference.
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More specifically, the results demonstrate for German listeners that the proba-
bility of boundary perception increased together with increasing duration of the
word-final syllable. The longer syllable duration corresponding with the chunk
boundary resembles the well-known prosodic boundary cue – the pre-boundary
or phrase-final lengthening (Berkovits 1994, Fon et al. 2011, Nakai et al. 2009,
Petrone et al. 2017, Wightman et al. 1992; for German, see also Schubö & Zer-
bian 2023 [this volume], Huttenlauch et al. 2023 [this volume], and Wellmann
et al. 2023 [this volume]). Thus, it seems that the German listeners are guided by
phrase-final lengthening while chunking an unfamiliar language. Furthermore,
the analysis indicates that boundary perception became likelier among the Ger-
man listeners as the intensity difference between the first and last syllable in the
word increased. This suggests that German listeners interpreted the intensity
drop as an additional cue for a chunk boundary.

Although pauses are usually infrequent in conversational utterances (Biron
et al. 2021), they are known to be accessible and reliable cues for boundary per-
ception (Himmelmann et al. 2018, Riesberg et al. 2020, Petrone et al. 2017). In
our study, we observe that listeners of both familiar and unfamiliar language
backgrounds benefited from the presence of longer, rather than shorter, pauses:
the longer the pause, the likelier the perception of a chunk boundary. Similarly,
both language groups benefited from variation of F0. However, the tonal cue was
interpreted in the opposite direction from what was predicted. The higher the
word-initial stressed syllable was relative to the sentence’s mean F0, the likelier
it was that the listener would perceive a boundary after this word.

At first sight, the result concerning intonation is somewhat puzzling. As an
explanation, we consider that the F0 maxima in our materials index a sort of
rising boundary tone and not pitch accents. Theoretically, the stressed syllable
preceding a rise is pitched low, and the F0 maxima in the final unstressed sylla-
bles should index the rise right before the phrase boundary. The lexical makeup
of the identified chunks in Table 6 demonstrates that the most frequent words
at the ends of chunks were monosyllabic words. Monosyllabic words are consid-
ered to carry lexical stress, but they tend to become reduced and unstressed in
unaccented positions of spoken utterances (Lehiste 1960: 54). As such, they may
well serve as carriers of the phrase-final tonal rise. Thus, our listeners, irrespec-
tive of their language background, interpreted increasing F0 contour as a cue for
a chunk boundary. As such, the result corroborates the findings in Petrone et al.
(2017) and in Kentner & Féry (2013), who have found for German that the F0 in
the first and last syllables of phrase-final words at the IP-medial positions is high,
that is, the IP-medial phrase-final words have a strong tendency to carry a tonal
rise. Our study, together with Petrone et al. (2017), establishes that tonal rises
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are interpreted as boundary cues also in the perception of spontaneous speech
natively and non-natively.

In comparing the two language groups, we discovered that while phrase-final
lengthening and intensity drop functioned as boundary cues for German listen-
ers, they did not for Estonian listeners. It is possible that this difference might
relate to the differing prosodic profiles of these languages. For example, steep F0
falls accompanied by a deep intensity drop are quite common for German declar-
ative sentences (Peters 1999, Ulbrich 2002). Thus, German listeners might be at-
tuned to hearing large intensity drops accompanied by tonal falls as boundary
cues. Similarly, phrase-final lengthening is most frequently attested in German
and English. However, the lengthened segments signal the three-way quantity
contrast of phonological feet that distinguishes between morpho-lexical func-
tions in Estonian (Eek 1990, Lehiste 1960, 1997). Although the phonological varia-
tion of duration does not directly confine the phenomenon of phrase-final length-
ening in production, Estonian listeners might nevertheless concentrate on as-
pects of segmental lengthening differently from German listeners. Thus, the re-
sults on intensity drop and pre-boundary lengthening indicate that the crosslin-
guistic applicability of prosodic boundary cues depends on the prosodic charac-
teristics of the crossed languages.

Clause boundaries, phrase-final lengthening, intensity drop and rising bound-
ary tone performed well in explaining the distribution of boundary marks in
the logistic mixed-effects analysis, but the concordance within the two groups
of participants showed that the listeners demonstrated only fair agreement in
identifying the presence of a boundary. The Fleiss’ 𝜅 scores compared to the 𝜅
scores reported in previous studies were considerably lower (see, e.g., Himmel-
mann et al. 2018, Riesberg et al. 2020). This holds true especially for the Estonian
listeners who attended to their native language. On the one hand, this result
might arise from the nature of the materials the participants were asked to lis-
ten to. The utterances were extracted from a corpus of dialogues that were held
among friends or acquaintances on a freely chosen topic. Although they were
recorded in an unnatural recording situation (in a professional sound-attenuated
recording studio), these utterances represent highly conversational speech. The
low agreement numbers most likely reflect the high acoustic variability charac-
teristic of conversational speech. Also, the selected utterances probably display
several different combinations of acoustic boundary cues in which pauses, pause
duration, pre-boundary lengthening, intensity drop, and increasing F0 contour
are produced at varying strengths. Rising F0 movement is usually accompanied
by a decrease in intensity difference. As such, the rising boundary cue might
counteract the cue of intensity drop. On the other hand, the low concordances
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suggest that listeners vary greatly in their cue weighting. For example, Baumann
& Winter (2018) found that German listeners in a similar chunking task were
divided into two groups: those who attend to pitch-related cues (such as pitch
accent type, mean and maximum F0) and those who instead rely on duration and
lexical and syntactic information. Most likely, the participants of the experiment
made sense of numerous combinations of boundary cues in many different ways,
which also explains the low agreement scores.

In the final part of the analysis, we compared the lexical and acoustic charac-
teristics of the speech chunks identified by the German and Estonian listeners.
The native and non-native speech chunks displayed a number of shared charac-
teristics. Specifically, the chunks were comparably long in duration and in the
number of words. They also displayed very similar lexical variation, common
for spontaneous speech in general. More importantly, the average F0 contours
demonstrate that the speech chunks identified by both language groups conform
to the concept of tonal coherence. Regardless of position in the excerpts, F0 was
gradually declining across the native as well as non-native speech chunks. Thus,
the chunks identified by the German and Estonian listeners differed from each
other neither prosodically nor lexically.

The Estonian chunks, however, corresponded more frequently with the syn-
tactic clauses. To stay within the boundaries of the current study, we must re-
frain from further examination of the chunks that the German listeners identi-
fied. However, we find it very interesting that the German participants clearly
found types of speech chunks that are not clauses but show prosodic coherence
and high comparability with the clauses detected by native listeners. For future
research, we propose to investigate what types of chunks German listeners iden-
tify in terms of semantic and pragmatic coherence and whether these could be
helpful for language learners when decoding a second language.

Overall, the study provides evidence that the two language groups – German
and Estonian listeners – employed longer pauses and rising F0 contour in a
speech chunking task. In other words, we have found crosslinguistic application
of pausing and F0. As non-native listeners, Germans additionally utilized pre-
boundary lengthening and intensity drop. Thus, while German listeners made
use of all acoustic variables we investigated here, Estonian listeners applied only
a few of them and relied mainly on the presence of clause boundaries.

We categorized phonetic variables (duration, intensity and F0) as bottom-
up information and clause boundaries as top-down information. We predicted
less influence from clausal information but more influence from signal-based
prosodic information for German listeners than for Estonian listeners. As dis-
cussed above, the results support this prediction. As expected, in chunking Esto-

109



Nele Ots & Piia Taremaa

nian speech, German listeners unfamiliar with the Estonian language make use
of bottom-up information only, whereas Estonian listeners mostly utilize top-
down information, as they largely relied on clause boundaries in the chunking
task. This outcome runs counter to the results in Riesberg et al. (2020) and demon-
strates that the production of prosody in Estonian spontaneous speech is not too
tightly bound to the clausal structure. Nevertheless, the results reflect well on
the bottom-up and top-down processing mechanisms.

Clearly, when a listener has no knowledge of a language, prosodic boundary
cues are the primary source of information for making sense of speech in an un-
familiar language. Native listeners, however, mainly employ semantic and syn-
tactic knowledge, that is, top-down information, but, as we have seen, benefit
from prosodic information as well. We speculate that the role of prosodic infor-
mation is even greater but in the type of RPT task, it is flooded with semantic
and syntactic information which emerges from lexical sources. Therefore, the
role of prosody in the earliest stages of spoken language processing might be
better established by using more sensitive methods being able to tap into the on-
going decoding processes (see Wellmann et al. 2023 [this volume] for boundary
perception in infants). Nevertheless, our study of non-native listeners in compar-
ison to the previous study of native listeners has successfully demonstrated both
bottom-up and top-down effects in the processing of spontaneous speech.

We probably see top-down processing somewhat overriding bottom-up pro-
cessing in native speech processing. This is understandable because top-down
processing, together with prediction, is an efficient way to reduce the cognitive
load, as it enables one to avoid processing every single aspect of information
available in the environment (Bar et al. 2006, Clark 2016, Engel et al. 2001). We
believe that the phenomenon of top-down processing also explains the results
of previous phonetic perception experiments in which boundary perception in
native listeners has been shown to be mediated mainly by syntactic and lexi-
cal variables (e.g., Cole et al. 2010, Christodoulides et al. 2018, Baumann & Win-
ter 2018). To demonstrate the impact and functions of bottom-up information
– signal-driven prosodic boundary cues in particular – for native listeners, fu-
ture studies should involve more rigorous research techniques that can assess
on-going comprehension.

5 Conclusion

In this study, we investigated the impact of signal-driven prosodic cues on chunk-
ing excerpts of a natural language. For this, we utilized RPT methodology and
asked non-native listeners (Germans) to identify speech chunks in excerpts spo-
ken in an unfamiliar language (Estonian). We examined the acoustic variation at
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the boundaries of chunks identified by German listeners with reference to chunk
boundaries detected in the same excerpts by Estonian listeners in an earlier exper-
iment. The results show that German listeners, having no access to the semantic-
syntactic structure of Estonian, largely rely on signal-driven prosodic informa-
tion and utilize syllable duration, intensity curves, pause duration and rising F0
contour when dividing a continuous stream of speech into smaller chunks. Esto-
nians, on the contrary, rely mainly on the presence of clause boundaries, but they
additionally apply pause duration and rising F0 contour for the identification of
speech chunks. The results demonstrate the importance of signal-driven prosodic
boundary cues in bottom-up processing of spoken language and highlight the in-
teraction between bottom-up processing (sensory input from speech acoustics)
and top-down processing (linguistic knowledge about clause structure) in native
speech comprehension.
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Previous investigations suggest that the main prosodic cues characterizing intona-
tion phrase boundaries (IPBs), namely pitch change, final lengthening, and pause,
have different weightings in perception. Such a weighting of IPB cues may be
subject to crosslinguistic variation and seems to develop during the first year of
life. For German, eight-month-old infants were found to detect an IPB signaled by
pitch change combined with final lengthening in a behavioral discrimination task,
even in the absence of a pause (Wellmann et al. 2012). Assessing the developmen-
tal course of prosodic boundary detection, the present study tested six-month-old
German-learning infants with the same discrimination task in the headturn pref-
erence paradigm. Stimuli were presented in two different prosodic groupings, as a
sequence either without or with an internal boundary after the second name, [Moni
und Lilli und Manu]IP vs. [Moni und Lilli]IP [und Manu]IP. The internal IPB was sys-
tematically varied with respect to the amount and combination of cues. Infants
were familiarized to sequences without an IPB and then tested on their discrimi-
nation of both prosodic groupings. We found that infants detected the boundary
when it was cued by all cues (Exp. 1) and by pause and lengthening (Exp. 3). How-
ever, when the IPB was only marked by a combination of pitch and lengthening,
they failed (Exp. 2), even when familiarization duration was doubled (Exp. 2a). This
points to a crucial role of the pause cue at six months. Taken together with previous
results, our data suggest a development towards an adult-like boundary perception
that no longer requires the pause cue between six and eight months. We argue that
this behavioral change reflects a shift of attention to boundary markings that are
functionally relevant in the ambient language.
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1 Introduction

During their first year of life infants pass through a phase of perceptual reorga-
nization, in which their speech perception is sharpened for acoustic properties
that are functional in the language they are exposed to but attenuates for acous-
tic properties that are not (for a review, see Maurer & Werker 2014). Perceptual
reorganization was initially shown for vowels and consonants, with numerous
findings suggesting an increasing ability to discriminate native sound contrasts
but decreasing performance with non-native sounds (for vowels, e.g., Kuhl et al.
1992, Polka & Werker 1994; for consonants, e.g., Best & McRoberts 2003, Kuhl
et al. 2006, Werker & Tees 1984). More recently, perceptual reorganization has
also been shown for suprasegmental prosodic aspects of language like lexical
tone (Götz et al. 2018, Mattock & Burnham 2006, Mattock et al. 2008, Yeung et al.
2013) and lexical stress (Bijeljac-Babic et al. 2012, Höhle et al. 2009, Jusczyk et al.
1993, Skoruppa et al. 2009).

The present paper deals with a potential developmental change in a further
area of prosody, namely in the perception of acoustic cues that mark major
prosodic boundaries, specifically boundaries at the edges of Intonation Phrases
(IP, Nespor & Vogel 1986, Selkirk 1986). Three main cues are considered to mark
these boundaries across languages: a change in fundamental frequency (F0) in
terms of boundary tones or a pitch reset, a lengthening of preboundary segments,
and the insertion of a pause (e.g., Hirst & Di Cristo 1998, Nespor & Vogel 1986,
Price et al. 1991, Vaissière 1983).

The edges of IPBs usually coincide with syntactic clause boundaries (Selkirk
2005; for German: Truckenbrodt 2005), and infants as well as adults benefit from
this close syntax-prosody mapping. Over the past thirty years, multiple studies
have provided consistent evidence that infants are highly sensitive to prosodic
boundary information and use it to segment the continuous speech signal into
linguistically relevant units (Gout et al. 2004, Hirsh-Pasek et al. 1987, Kemler
Nelson et al. 1989, Nazzi et al. 2000, Schmitz 2008, Shukla et al. 2011). Assuming
that each prosodic boundary cue contributes individually to boundary percep-
tion, previous research has focused on the specific roles of pitch change, final
lengthening, and pause in adult as well as infant listeners (e.g., Aasland & Baum
2003, Johnson & Seidl 2008, Lehiste et al. 1976, Petrone et al. 2017, Sanderman &
Collier 1997, Scott 1982, Seidl 2007, Streeter 1978, Zhang 2012).

Studies with American English-learning infants found evidence for a develop-
mental change in perception of these boundary cues (Seidl 2007, Seidl & Cristià
2008). In a series of experiments with varying cue manipulations, Seidl (2007)
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tested six-month-old American English-learning infants, applying an experimen-
tal design based on Nazzi et al. (2000). In a familiarization phase, infants were
presented with two sequences of the same words extracted from two different
naturally recorded text passages of infant-directed speech. One familiarization
sequence was a complete clause (within clause stimuli), e.g., # Leafy vegetables
taste so good #. The other one contained an internal clause boundary and thus a
major prosodic boundary (non-clause stimuli), e.g., leafy vegetables # taste so good.
During the test phase, the original text passages from which the familiarization
sequences had been extracted were presented. In the first experiment, the inter-
nal boundary of the non-clausal familiarization sequence was fully marked by all
three boundary cues, that is, a pitch reset at the juncture, final lengthening, and
a pause. Results indicated that infants were better able to recognize the clausal
than the non-clausal sequence in the continuous speech presented during the
test phase. In subsequent experiments, the familiarization sequences were var-
ied by acoustic manipulation of one or two of the three essential prosodic cues
to find out if clause segmentation would still be possible. When either pause or
final lengthening was neutralized, infants still preferred the passage with the fa-
miliar clausal sequence. Consequently, neither of these two cues was necessary
to evoke the detection of a prosodic boundary. However, when the pitch cue was
neutralized, infants no longer showed a preference for the clausal sequence. Yet
pitch alone was not a sufficient marker: when it was present as a single cue with
neutralized pause and final lengthening, clause segmentation was not successful.
Hence, Seidl (2007) concluded that American English-learning six-month-old in-
fants need the pitch cue in combination either with pause or with final lengthen-
ing for clause segmentation.

Seidl & Cristià (2008) extended these investigations to four-month-old Amer-
ican English-learning infants. Tested with the same experimental material and
design, the younger group was only successful in clause segmentation when all
three cues in combination signaled the boundary. The authors concluded that
four-month-old infants’ clause segmentation is based on a holistic processing
that relies on a coalition of all boundary cues while six-month-old American
English-learning infants are already able to process the cues independently of
each other. Crosslinguistic evidence provides first hints that boundary percep-
tion by six-month-olds is modulated by specific prosodic properties of the lan-
guage that the infants are learning. Johnson & Seidl (2008) used the same ex-
perimental procedure as Seidl (2007) to test Dutch-learning six-month-olds with
Dutch materials. In contrast to their American English age-mates, the Dutch in-
fants only showed evidence for clause segmentation when the prosodic bound-
aries were marked by the combination of pitch, lengthening, and a pause, but not
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when the pause was removed from the materials. The authors argue that pauses
may be a strong marker of prosodic boundaries in Dutch and thus important
for infants’ boundary detection. In fact, a comparison of the speech materials
that were naturally recorded for the American English and the Dutch experi-
ments showed that in the Dutch passages the pauses at the clause boundaries
were twice as long as in the American English ones while the American English
passages showed a much larger pitch reset after the juncture than the Dutch
materials.

Broadening the crosslinguistic perspective,Wellmann et al. (2012) investigated
German-learning infants on their perception of boundary cues in bracketed lists
of names as [A and B and C] in contrast to [A and B] [and C] indicating either
one group of three people or a group of two and a single person. According to
Petrone et al. (2017), German speakers typically employ the IP to signal such a
grouping (see also Huttenlauch et al. 2023 [this volume]). Indeed, analyzing the
respective cues at the natural internal boundary in Wellmann et al.’s materials
revealed typical characteristics of an IPB: pitch changes, specifically an upstep
on the second peak and a partial pitch reset, a lengthening of the preboundary
vowel, and the employment of a pause (for similar findings concerning prosodic
boundary cues in German, see also Féry & Kentner 2010, Schubö & Zerbian 2023
[this volume], Truckenbrodt 2007a, 2016). Hence, the sequences either formed a
single IP, [Moni und Lilli undManu]IP or weremade up of two IPs with an internal
IPB after the second name, [Moni und Lilli]IP [und Manu]IP. The internal IPB was
the focus of our investigations on prosodic cue perception.

Unlike previous studies (Johnson & Seidl 2008, Nazzi et al. 2000, Seidl 2007),
Wellmann et al. (2012) and the present study tested the detection of the prosodic
boundary not by a clause segmentation task, but by a discrimination task. In
this discrimination task, two groups of eight-month-old infants were familiar-
ized with a sequence of one prosodic type, either with or without an internal IPB.
In the subsequent test phase, all infants were presented with sequences of both
prosodic types to test whether they discriminated between them. Given that pre-
vious research on infants’ attunement to features of segmental phonology also
used discrimination tasks (Mattock & Burnham 2006, Mattock et al. 2008, Polka
&Werker 1994, Werker & Tees 1984), we assumed that such a discrimination task
should be suited to reveal differences in prosodic boundary information as well.
We considered the methodology as an important contribution since the same ma-
terials were suitable for use in a behavioral study with adults, as well as for use
in ERP studies with adults and infants (Holzgrefe-Lang et al. 2016, 2018). More-
over, the material can in principle be used in other languages as well (for French,
van Ommen et al. 2020).
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Wellmann et al. (2012)’s results revealed that eight-month-old infants pre-
ferred to listen to sequences of the new prosodic grouping (i.e., sequences with
an IPB) after familiarization with sequences without an IPB. This indicated suc-
cessful discrimination of the prosodic patterns. In subsequent experiments the
prosodic boundary information was systematically varied by adding a cue or a
subset of cues to the original sequence without an internal IPB after the second
name. When the IPB was signaled by a pitch rise and final lengthening in com-
bination but without a pause, eight-month-olds still successfully discriminated
the sequences with boundary cues from the sequences without an internal IPB.
However, when the IPBwas signaled solely by a pitch rise or by final lengthening,
infants did not discriminate the two prosodic conditions. These findings suggest
that pitch change and lengthening in combination, but not as single cues, are suf-
ficient for IPB detection in eight-month-old German-learning infants while the
presence of a pause is not necessary.

Interestingly, the discrimination pattern of the German eight-month-olds mir-
rored a pattern that Holzgrefe-Lang et al. (2016) observed in a prosodic judgment
task using the same stimuli with German-speaking adults. In this task, partici-
pants judged via button-press whether the stimuli contained an internal bound-
ary or not. The results revealed that stimuli containing a pitch change and fi-
nal lengthening in combination but no pause were judged as sequences with
an IPB. In contrast, stimuli that contained only a pitch change were predomi-
nantly judged as sequences without an internal boundary, and sequences with
only lengthening were judged at chance level, indicating no categorization.

Although the two tasks – the discrimination task with infants and the prosodic
judgment task with adults – may place some different requirements on the par-
ticipants and each group’s data was analyzed on its own, the similarity in the
results across the two studies indicates that German-learning eight-month-olds’
sensitivity to prosodic boundary cues already resembles that of German adults.
The question arises whether the discrimination pattern found in the German
eight-month-olds is in fact the result of a perceptual attunement from a solely
acoustically driven perception based on the presence of the salient pause cue to
a more sophisticated linguistically affected perception relying on pitch change
and lengthening.

Therefore, six-month-old German-learning infants were studiedwith the same
experimental paradigm and the same stimuli as used by Wellmann et al. (2012);
that is, sequences without an internal IPB and sequences with an internal bound-
ary cued by the full set or a subset of pitch, lengthening, and pause cues had
to be discriminated. In Experiment 1, detection of a prosodic boundary that is
fully marked by the combination of all naturally occurring cues was investigated.
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We assumed that infants are able to detect this boundary, as previous research
presenting infants with artificial pauses at boundary and non-boundary loca-
tions has revealed that German infants are highly sensitive to the correlation
of prosodic boundary information already in their first half year of life (Schmitz
2008). Experiment 2 examined whether pitch change and final lengthening in
combination are sufficient boundary markers or whether pause is a necessary
cue for this age group. Here we aimed to clarify whether prosodic boundary
detection at six months already reflects an attunement towards linguistically rel-
evant markings or whether it is rather influenced by the perceptual salience of
cues. In Experiment 2a we used the same stimuli as in Experiment 2, but with
a prolonged familiarization. We hypothesized that infants develop a sensitivity
towards boundaries that are not cued by pause between six and eight months.
In Experiment 2a, we asked whether this sensitivity would show up already at
six months under optimized experimental conditions, that is, after a prolonged
exposure. We hypothesized that the double amount of presentations of the famil-
iarization sequence might lead to a more stable mental representation and would
thus release (working) memory capacity to thoroughly explore the new stimulus
with its differences. In Experiment 3 we investigated whether the combination
of pause and final lengthening provides sufficient information for boundary de-
tection or whether – as has been shown for younger American English-learning
infants – only a combination of all cues would evoke boundary detection. In the
following, we will successively introduce each experiment with its participants,
stimuli, procedure, and its descriptive results. Subsequently, a statistical analysis
across all four experiments will be reported, followed by a general discussion.

2 Experiment 1: The influence of pitch, final lengthening,
and pause

Experiment 1 tested whether German-learning six-month-old infants are able to
perceive an IPB that is signaled by the three main prosodic cues pitch change,
final lengthening, and pause.

2.1 Participants

A group of twenty-four six-month-old infants (12 girls, 12 boys) was tested. Their
mean age was 6 months, 11 days (range: 6 months, 2 days to 6 months, 27 days).
Nine additional infants were tested but not included in the data for the following

124
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reasons: failure to complete the experiment (1), crying or fussiness (4), mean lis-
tening times of less than 3 s per condition (1), technical problems (2), and noise
in the surroundings due to construction work (1).

All infants who participated in this and the following experiments were from
monolingual German-speaking families, born full-term, and with normal hear-
ing. They were recruited from birth lists obtained through the Potsdam city hall
archives. All parents signed informed consent. None of the infants tested in the
present study participated in more than one experiment.

2.2 Stimuli

All stimuli used in Experiments 1 and 2 were identical to those that were pre-
sented to eight-month-olds in the study by Wellmann et al. (2012): the stimuli
consisted of a sequence of three German names containing only sonorant sounds
(Moni, Lilli, Manu), which allowed a reliable measure of F0 and were suitable for
acoustic manipulation. The names were coordinated by und (‘and’). A young fe-
male adult, a German native speaker from the Brandenburg area, was instructed
to read the sequence in two different prosodic groupings indicated by different
bracketing:

(1) (Moni und Lilli und Manu) – without internal IPB

(2) (Moni und Lilli) und Manu – with internal grouping

Both sequences contained the same string of names and differed only in group-
ing either all three names together as shown in (1) or grouping the first two names
together and the final one apart as shown in (2). Sequences of type (1) were pro-
duced as a single IP, without an internal boundary. In contrast, sequences of type
(2) consisted of two IPs, with an internal IPB after the second name. The speaker
repeated each sequence six times, resulting in six recordings per prosodic type.
The intended grouping was confirmed by two independent listeners who were
naïve with respect to the given bracketing. Recordings were made in an anechoic
chamber equipped with an Audio-Technica AT4033A studio microphone, using
a C-MediaWave soundcard at a sampling rate of 22,050Hz with 16-bit resolution.
Examples of both kinds of prosodic phrasing are depicted in Figure 1A and B.

The acoustic analysis of the recordings revealed clear acoustic differences be-
tween the two prosodic phrasings on and after the second name (see Table 1).
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Figure 1: Oscillograms and pitch contours aligned to the text. Verti-
cal lines mark the segmental boundaries. The hash mark indicates the
silent pause after the IPB. (A) Sequence without an IPB used in Exp. 1,
(B) Sequence with a fully marked internal IPB used in Exp. 1, (C) Se-
quence with pitch change and final lengthening used in Exp. 2 and 2a,
(D) Sequence with pause and final lengthening used in Exp. 3.
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Table 1: Mean values (range) of the acoustic correlates of prosodic
boundary in the six experimental sequences Moni und Lilli und Manu
without and with an internal IPB, respectively. BT: boundary tone
(Hz), maxF0 on Name2’s final vowel; PR: pitch rise (Hz), maxF0 on
Name2 minus minF0 on Name2; PPR: partial pitch reset (Hz), maxF0
onName2minusminF0 onName2; FL: final lengthening (ms), duration
of Name2’s final vowel; P: pause (ms), duration of pause after Name2.
†: in semitones.

Boundary cue

BT PR† PPR† FL P

Without internal IPB
Mean 277 88 (6.7) 5×rise: −12 (−0.7) 99 0

1×fall: 18 (1.1)
SD 264–293 77–110 (5.8–8.2) −23 – −5 (−1.3 – −0.3) 91–110 0

With internal IPB
Mean 397 220 (14.0) 6×fall: 55 (2.5) 175 506
SD 371–422 197–240 (12.8–14.6) 36–96 (1.7–4.4) 162–186 452–556
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2.2.1 Preboundary pitch movement

Sequences without an internal IPB that form one single IP were characterized by
F0 lowering, with an accentual pitch rise on the first name, followed by a smaller
pitch rise on the second name, that is, a downstep pattern (Truckenbrodt 2007b).
Sequences with an internal IPB exhibited a flat tonal contour (plateau) on the
first name, followed by a large pitch rise on the second name, starting at the sec-
ond syllable, and leading to an upstepped peak, a high boundary tone, at the final
vowel. This pitch rise on the second name (measured as the difference between
the maximum and minimum pitch on the second name in semitones) was 2.5
times greater and led to a higher maximum pitch than the small rise occurring
at the same location in sequences without an IPB. Hence, the F0 contour of se-
quences with an internal IPB clearly indicated the following prosodic boundary.
This tonal contour resembled the most common realization of internal IPBs in
similar German sequences of names investigated in Petrone et al. (2017).

2.2.2 Postboundary pitch movement

Postboundary pitch reset was measured as the difference between the maximum
pitch on the final vowel of the second name and the maximum pitch on the vowel
of the conjunction. In sequences without an internal IPB there was no relevant
pitch difference: in five of the six recordings the height of the downstepped sec-
ond peak was slightly higher at the conjunction (on average by 0.7 semitones),
whereas in one recording it was slightly lower (by 1.1 semitones). In sequences
with an internal IPB a partial pitch reset, one step below the preboundary upstep,
occurred (see Truckenbrodt 2007b for a similar partial reset). This was expressed
by a pitch fall of 2.5 semitones on average.

2.2.3 Final lengthening

To explore final lengthening, the duration of the second name’s final vowel [i]
was compared in sequences with and without an internal IPB. Its duration was
1.8 times longer in the grouping with an IPB, indicating a strong lengthening cue
(cf. Kohler 1983).

2.2.4 Pause duration

Finally, the duration of the silent interval after the second name was measured. A
pause with an average duration of 506ms occurred in sequences with an internal
IPB, whereas no pause was present in sequences without an internal IPB.
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Taken together, in sequences with an internal IPB all acoustic correlates of
the three main prosodic boundary cues were observed: a change in F0 (mainly, a
preboundary pitch rise), a lengthening of the preboundary vowel, and the occur-
rence of a pause. The recorded sequences were used to create sound files for pre-
sentation during the experiment. All recordings were scaled to a mean intensity
of 70 dB. For each prosodic type, the six recordings were randomly concatenated
with a silent interval of 1 s inserted between them. In this way, six sound files
per prosodic grouping were created such that each file consisted of a different
order.

Due to the missing durational cues (final lengthening and pause), sequences
without an internal IPB were shorter than those with an internal IPB. The aver-
age duration of sequences without an internal IPB was 1.76 s (range: 1.67–1.87 s),
while it was 2.16 s (range: 2.13–2.2 s) for sequences with an internal IPB. Tomatch
the sound files of the two prosodic types with respect to overall length, the num-
ber of sequences within each file was varied. As a result, sound files of the condi-
tion with an internal IPB contained six sequences and had an average duration of
18.97 s, and sound files of the condition without an internal IPB contained seven
sequences (i.e., one random recording was repeated), leading to an average dura-
tion of 19.32 s (range: 19.16–19.43 s). The difference in the number of sequences
was crucial in order to present sound files of similar lengths during the experi-
mental trials.

2.3 Procedure

In all experiments presented here, infants were tested using the headturn prefer-
ence procedure (HPP) including a familiarization phase. During the experiment,
the infant was seated on the lap of a caregiver in the center of a test booth. Inside
this booth three lamps were fixed: a green one on the center wall, and a red one
on each of the side walls. Directly above the green lamp was an opening for the
lens of a video camera. Behind each of the red lights a JBL Control One loud-
speaker was mounted. Each experimental trial started with the blinking of the
green center lamp. When the infant oriented to the green lamp, it was turned off
and one of the red lamps on a side wall started to blink. When the infant turned
her head towards the red lamp, the speech stimulus was started, delivered via
a Sony TA-F261R audio amplifier to the loudspeaker on the same side. The trial
ended when the infant turned her head away for more than 2 s, or when the end
of the speech file was reached. If the infant turned away for less than 2 s, the
presentation of the speech file continued but the time spent looking away was
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not included in the total listening time. The whole session was digitally video-
taped. The experimenter’s coding was recorded and served for the calculation of
the duration of the infant’s head turns during the experimental trials. The care-
giver listened to music over headphones to prevent influences on the infant’s
behavior. Furthermore, she was instructed not to interfere with the infant’s be-
havior during the experiment. The experimenter sat in an adjacent room, where
she observed the infant’s behavior on a mute video monitor and controlled the
presentation of the visual and the acoustic signals by a button box. The experi-
menter was blind with respect to the type of acoustic stimuli presented during
familiarization and testing.

An experimental session consisted of a familiarization phase immediately fol-
lowed by a test phase. For Experiment 1, we familiarized half of the infants with
sequences without an internal IPB, while the other half listened to sequences
with an internal IPB. For both groups, familiarization lasted until at least 20 se-
quences were presented. Given that sequences without an IPB were shorter than
sequences with an internal IPB, familiarization timing differed slightly. That is,
when infants were familiarized with sequences without an internal IPB, famil-
iarization lasted until 55 s of listening time had been accumulated. When famil-
iarized with sequences with an internal IPB, infants had to accumulate 63 s of
listening time.

After familiarization, infants immediately passed through the test phase that
comprised twelve trials. Half of the test trials contained the identical sound files
previously presented during familiarization (familiar test trials). The other six
trials contained the sound files of the other prosodic grouping (novel test tri-
als). The test trials were grouped in three blocks of four trials each. Two out of
these four trials contained sequences with an internal IPB, the others contained
sequences without an internal IPB. Within each block, test trials were randomly
ordered with the side of presentation being counterbalanced for each prosodic
type. Based on the infant’s head turns the listening time to each test trial was
measured. The duration of each experimental session varied between four and
six minutes, depending on the infant’s behavior.

2.4 Descriptive results

We analyzed the data for each familiarization group on a descriptive level.Within
this sample we observed clear numerical differences in the listening times. The
group of infants that was familiarized with sequences with an internal IPB lis-
tened on average for 7.69 s (SD = 3.41 s) to novel test trials and for 7.52 s (SD =
2.90 s) to familiar test trials; that is, the mean listening time between novel and
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familiar test trials only differed byMDiff = 0.17 s. Six out of twelve infants listened
longer to the novel test trials.

The group of infants that was familiarized with sequences without an internal
IPB listened on average for 9.65 s (SD = 2.96 s) to novel test trials and for 8.06 s
(SD = 3.02 s) to the familiar ones (see Figure 2). Hence, the familiarization with
sequences without an internal IPB yielded a novelty preference with a mean
listening time difference of MDiff = 1.58 s. Nine out of twelve infants listened
longer to the novel test trials.

Overall, a clearer numerical difference between the two prosodic patterns
showed up after familiarization with sequences without internal IPB, whereas
the familiarizationwith sequenceswith an internal IPB seemed to bemuch less or
even not effective, as also evidenced in other studies (see van Ommen et al. 2020
and Wellmann et al. 2012 for a discussion of this asymmetric behavior). Given
the constraints we usually encounter in infant research (small sample sizes, high
drop-out rates related to infant behavior) we therefore decided to run only the
familiarization with sequences without an internal IPB in the subsequent exper-
iments of the present study.1

3 Experiment 2: The influence of pitch and final
lengthening

Experiment 2 examinedwhether a subset of prosodic cueswould suffice to trigger
the perception of a boundary in six-month-old infants. Specifically, the impact of
the combination of a rising pitch contour and final lengthening was under focus,
questioning the necessity of the pause cue.

3.1 Participants

Sixteen infants (8 girls, 8 boys) were tested. The mean age was 6 months, 14 days
(range: 5 months, 28 days to 6 months, 29 days). Four additional infants were
tested but not included in the data analysis for the following reasons: failure to
complete the experiment (1), crying or fussiness (1), and mean listening times of
less than 3 s per condition (2).

1With the same Experiment 1, we also tested 24 four-month-old infants (𝑛 = 12 in each familiar-
ization group) in a slightlymodifiedHPP setup (to adapt for the limited headmovements at that
age the position of the side lamps was moved to the edges of the front wall). Four-month-old
infants that were familiarized to sequences without an IPB had mean listening times of 10.5 s
(SD = 3.59 s) to novel test trials and 10.25 s (SD = 3.26 s) to the familiar ones, 𝑡(11) = 0.483,
𝑝 = 0.639, two-tailed. The group familiarized to sequences with an IPB listened on average
10.01 s (SD = 4.12 s) to the novel test condition and 10.67 s (SD = 4.90 s) to the familiar one,
𝑡(11) = −1.1, 𝑝 = 0.295, two-tailed. Given the null result we did not continue in testing four-
month-olds.
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3.2 Stimuli

Experiment 2 involved stimuli of two prosodic types: One condition comprised
the same six sequences without an internal IPB as in Experiment 1. The other one
consisted of six sequences with only pitch rise and lengthening cues indicating
the boundary. For this prosodic type, sequences without an internal IPB were
locally acoustically manipulated with respect to F0 on the second name and the
duration of its final vowel. A specific pitch reset cue, that is, a manipulation
of F0 at the position of the postboundary conjunction, was not implemented,
since in the stimuli of Experiment 1 the postboundary peak was utterance-final
and generally low. Stimuli manipulations were carried out the same way as in
Wellmann et al. (2012).

The stimuli without a boundary were selected as the basis for the acoustic
manipulations to avoid a potential influence of additional cues that may con-
tribute to IPB marking and perception. Thus, the crucial boundary information,
here a rising pitch contour and final lengthening, was added to the sequences
without an internal IPB. Hence, experimental effects can clearly be attributed
to the acoustic properties under investigation. By using these local cue manip-
ulations the stimuli with IPB cues differed from sequences that were used in
the condition without an internal IPB only within a predefined critical region
and by controlled acoustic properties. However, this local manipulation led to
the concession that sequences with inserted pitch rise and lengthening differed
from natural sequences with an internal IPB with respect to the pitch contour of
the first name. The original recordings without an internal IPB had an accentual
peak on the first name, that is, a pitch cue to a phonological phrase boundary
(Figure 1C). The accentual peak on the first name was always lower than the
peak of the H% in the second name (MF0MAX = 317Hz vs. 388Hz). However, this
kind of cue was not present in the naturally produced sequences with an internal
IPB, but was preserved in sequences with inserted cues since sequences without
an internal IPB were the base for sequences with inserted cues and cue manip-
ulations were restricted to the second name. Hence, the inserted pitch rise was
preceded by another smaller pitch cue. If the pitch rise on the second name is
parsed globally, that is, in relation to the previous pitch contour, the pitch rise
cue in the manipulated sequences is less pronounced and potentially less salient
than the pitch rise cue in natural sequences with an internal IPB.

The acoustic manipulation was carried out with Praat (Boersma & Weenink
2019). As the phonetic magnitude of prosodic cues differs across languages, and
also within a language depending on the syntactic structure (e.g., for pausing
in German, see Butcher 1981), there is no unique value for each prosodic cue.
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Hence, we decided to implement the same phonetic magnitude for each cue that
was present in the corresponding naturally produced stimulus with an internal
IPB, proceeding in the same way as other studies that have employed cue manip-
ulations (e.g., Seidl 2007).

Manipulation steps were the following: To implement the pitch rise, first, the
pitch contour of the sequences without an internal IPB was stylized (two semi-
tones). This transformation decreases pitch perturbations by reducing the num-
ber of pitch points. Second, the pitch points on the second name were set to the
reference values. The reference values of F0 were measured on the second name
in the six original sequences with an internal IPB (used in Experiment 1), namely
at the midpoints of the four segments [l], [ı], [l], [i] and at the position of the
maximum pitch present on the final vowel. For the manipulation of the pitch
contour, pitch points with the mean values at these time points (176Hz, 183Hz,
224Hz, 305Hz, and 397Hz) were inserted into the stylized sequences without
an internal IPB at the same positions. After PSOLA resynthesis in Praat, the six
new stimuli contained a natural sounding pitch rise of 212Hz (13.65 semitones)
leading to an H% with a mean value of 388Hz. To implement final lengthening,
the final vowel [i] of the second name was lengthened to 180%. This factor was
chosen because in the natural stimuli, the crucial vowel was on average 1.8 times
longer in sequences with an internal IPB than in sequences without an internal
IPB (Table 1). A sequence with manipulated pitch and lengthening is depicted in
Figure 1C.

To avoid comparing natural with acoustically manipulated material, we car-
ried out a slight acoustic manipulation in sequences without an internal IPB as
well, that is, the stylization of the pitch contour (two semitones). After pitch styl-
ization, sequences were resynthesized using the PSOLA function.

Sequences without an internal IPB lasted on average 1.76 s (range: 1.67–1.87 s),
while sequences with inserted pitch and lengthening had a mean duration of
1.84 s (range: 1.74–1.96 s). From these sequences six differently ordered sound
files per prosodic type were created to be used as experimental trials. The in-
terstimulus interval between the sequences and within a sound file was 1 s. All
sound files contained seven sequences (one random recordingwas repeated). The
files containing sequences without an internal IPB had an average duration of
18.33 s (range: 18.23–18.43 s) and the files containing sequences with inserted
pitch and lengthening cues lasted on average 18.81 s (range: 18.79–19.01 s).
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3.3 Procedure

All infants were familiarized with sequences without an internal IPB. The famil-
iarization lasted until at least 20 sequences had been presented, resulting in a
minimum of 52 s of accumulated listening time. The familiarization was imme-
diately followed by a test phase with twelve trials. As in Experiment 1, half of
the test trials contained the same sound files that the infants had heard during
familiarization. The other half contained the files of the sequences with pitch
and lengthening cues, which had not been presented during familiarization. All
twelve test trials were grouped in three blocks of four trials each (two of each
prosodic type in a random order). The infant’s listening time to each test trial
was measured.

3.4 Descriptive results

Infants tested in Experiment 2 showed a mean listening time of 7.09 s (SD = 2.1 s)
to the novel test trials and a mean listening time of 7.20 s (SD = 2.43 s) to the
familiar test trials (see Figure 2). Eight out of 16 infants had longer listening times
to the familiar test trials.

4 Experiment 2a: The influence of pitch and final
lengthening after prolonged familiarization

To verify that the non-discrimination in Experiment 2 was due to the compo-
sition of the stimuli, we modified the experimental design by doubling the fa-
miliarization time. Considering a longer familiarization to enable successful dis-
crimination stems from findings of studies that tested French-learning infants’
discrimination of rhythmic patterns (Bijeljac-Babic et al. 2012, Höhle et al. 2009,
Skoruppa et al. 2009). For French, a language without contrastive stress at the
word level, the perception of prosodic cues indicating lexical stress has been
shown to be hard for infant learners and adult listeners (Bhatara et al. 2013, Höhle
et al. 2009). In a study by Bijeljac-Babic et al. (2012) monolingual ten-month-old
French-learning infants exhibited a null result in discriminating an iambic and a
trochaic version of a pseudo-word after a one-minute familiarization. However,
when familiarization duration was increased to two minutes, they were success-
ful at discriminating the stress patterns as indicated by a novelty effect. Bijeljac-
Babic et al. concluded that the null result after the short familiarization could
not be interpreted as a general inability to distinguish the two stress patterns,
but was due to the short familiarization. Regarding the novelty effect after long
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familiarization, they drew on the model by Hunter & Ames (1988) that would
predict novelty preferences in relatively easy discrimination conditions.

In our case of discriminating lists of names with and without IPB cues, it is im-
portant to consider that boundary perception without the pause cue is successful
in older infants. This sensitivity seems to arise between six and eight months. If
six-month-old German-learning infants are already at the beginning of this de-
velopment, in the light of the Hunter and Ames model, discrimination might
show up with reduced task difficulty. Following Bijeljac-Babic et al. (2012) we
hypothesized that a more robust mental representation of the stimuli presented
during familiarization may improve the ability to detect differences between the
familiar and the novel stimuli. In the following experiment, we therefore doubled
the amount of presentations of the familiarization stimulus in order to help in-
fants building up a more robust mental representation of the sequences without
an internal IPB. Through this modification, infants might be able to accomplish a
still difficult task for their age such as the detection of a boundary signaled only
by pitch and lengthening cues.

4.1 Participants

Twenty-three six-month-old infants (12 girls, 11 boys) were tested. The mean age
was 6 months, 15 days (range: 6 months, 0 days to 6 months, 26 days). All infants
were from monolingual German-speaking families, born full-term and normal-
hearing. Thirty-one additional infants were tested but their data were not in-
cluded in the analysis for the following reasons: failure to complete the exper-
iment (6), crying or fussiness (15), mean listening times of less than 3 seconds
per condition (4), technical problems (2), experimenter error (2), parental inter-
ference (1) and outlying listening times due to steady fixation (1). Drop-out rate
was especially high, primarily due to infants’ fussiness and failure to finish the
experiment (accounting for 68% of all drop-outs). The longer lasting familiariza-
tionwhich increased the total duration of the experiment to about 6 to 10minutes
(in contrast to six minutes with the original familiarization duration) may have
reduced infants’ attention.

4.2 Stimuli

Stimuli were exactly the same as in Experiment 2.

4.3 Procedure

Infants were familiarized with sequences without an internal IPB. The familiar-
ization duration was set to 104 s. After familiarization, infants listened to exactly
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the same twelve test trials as used in Experiment 2, half of them being sequences
with inserted pitch and lengthening cues, the other half sequences without an
internal IPB.

4.4 Descriptive results

Infants tested in Experiment 2a showed a mean listening time of 6.86 s (SD =
2.01 s) to the novel test trials, and a listening time of 7.52 s (SD = 2.25 s) to the fa-
miliar test trials (see Figure 2). Fifteen out of 23 infants listened longer to familiar
test trials.

5 Experiment 3: The influence of pause and final
lengthening

In the following Experiment 3 the boundary was cued by a pause in combination
with final lengthening, but without any pitch cue. The aim of this experiment
was to investigate whether six-month-olds would respond to a boundary that is
cued by a subset of the naturally occurring cues including a pause. The combi-
nation of pause and lengthening was chosen because a pause rarely occurs as
the only cue in German (only at 1.3% of all boundaries in the analysis by Peters
et al. 2005), and would thus sound unnatural as the only inserted cue2, and be-
cause the combination of pause with final lengthening occurs more frequently
(8.4%) in spoken German than the combination of pause and pitch (4.9%, val-
ues by Peters et al. 2005). Moreover, this combination is interesting to look at
crosslinguistically, as six-month-old American English-learning infants failed to
perceive a boundary signaled only by the combination of pause and lengthening
cues (Seidl 2007).

5.1 Participants

Sixteen infants (8 girls, 8 boys) were tested. The mean age was 6 months, 10 days
(range: 5 months, 14 days to 6 months, 28 days). Eleven additional infants were
tested but not included in the data for the following reasons: failure to complete
the experiment (1), crying or fussiness (6), mean listening times of less than 3 s
per condition (2), and technical problems (2).

2We are grateful to one reviewer who raised the question whether discrimination would be
possible with pause as the only boundary cue. We hypothesize that a similar experiment with
a boundary cued by pause onlywould lead to successful discrimination aswell. This hypothesis
is based on infants’ successful discrimination between clauses with artificially inserted pauses
at non-boundary locations and clauses with pauses at natural boundary positions with co-
occurring boundary cues (Schmitz 2008).
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5.2 Stimuli

In Experiment 3, we contrasted sequences without an internal IPB and sequences
that contained a pause and final lengthening. To create the latter, five recordings
of sequences without an internal IPB were acoustically manipulated on and after
the second name. We did not use exactly the same set of recordings without an
internal IPB as in Experiments 1 and 2 because some of the sequences contained
co-articulation between the final vowel of the second name and the initial vowel
of the conjunction such that the insertion of a pausewould have created an unnat-
urally sounding stimulus. Hence, for Experiment 3, we chose five sequences with
no or onlyminimal co-articulation: three sequences that had been used in the pre-
vious experiments and twomore sequences recordedwith the same speaker. First,
any co-articulation between the second name and the subsequent conjunction,
that is, the section of formant transition from the final vowel [i] to the vowel [u],
was cut out at zero crossings. Second, a silent interval of 500ms – corresponding
to the mean duration of pauses measured in natural sequences with an internal
IPB from Experiment 1 – was inserted at the offset of the final vowel. Then, the
final vowel was lengthened to 180%, according to the average lengthening factor
found in the acoustic analysis of sequences with an internal IPB in Experiment 1.
A sequence with inserted pause and lengthening cues is depicted in Figure 1D.
For both stimulus conditions, the pitch contours were stylized (two semitones)
and sequences were resynthesized using the PSOLA function in Praat.

Sequences without an internal IPB lasted on average 1.82 s (range: 1.71–1.89 s),
while sequences with inserted pause and lengthening had a mean duration of
2.36 s (range: 2.27–2.42 s). The sound files for the condition without an inter-
nal IPB contained seven sequences (two of the five recordings were randomly
chosen and repeated at the end of a sound file) and had an average duration of
18.75 s (range: 18.59–18.86 s). To achieve a similar mean duration, the sound files
for the condition with inserted pause and lengthening cues contained only six
sequences, resulting in an average duration of 19.2 s (range: 19.09–19.24 s). The
interstimulus interval between the sequences in each type of sound file was 1 s.

5.3 Procedure

The procedure was identical to that of Experiments 1 and 2. All infants were
familiarized with sequences without an internal IPB until at least 20 sequences
had been presented. This led to a minimum of 54 s of accumulated listening time.
The familiarization was immediately followed by a test phase of twelve test trials,
half of them containing familiar sequences without an internal IPB, the other
half, containing new sequences with an internal IPB cued by pause and final
lengthening.
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5.4 Descriptive results

Infants tested in Experiment 3 showed amean listening time of 8.65 s (SD = 3.97 s)
to the novel test trials and a mean listening time of 7.1 s (SD = 3.52 s) to the
familiar test trials (see Figure 2). Eleven out of 16 infants had longer listening
times to the novel test trials.

6 Joint statistical analysis of the experiments

We statistically analyzed the data of all four experiments in a repeated-measures
ANOVA with Familiarity as within-subject factor (mean listening times to novel
vs. familiar test trials) and Experiment as between-subject factor (Exp. 1, 2, 2a,
3).3 This revealed a significant main effect of Familiarity, 𝐹(1, 63) = 5.480, 𝑝 =
0.022, but not of Experiment, 𝐹(3, 63) = 1.334, 𝑝 = 0.271. However, there was a
significant interaction of Familiarity and Experiment, 𝐹(3, 63) = 5.628, 𝑝 = 0.002.

Figure 2: Mean listening times in seconds to familiar and novel test tri-
als after familiarization with sequences without an internal IPB in Ex-
periment 1 (all cues), 2 (pitch and lengthening, short familiarization), 2a
(pitch and lengthening, long familiarization) and 3 (pause and length-
ening). Error bars indicate ± 1 SE.

To dissolve the significant interaction and to determine which experiments dif-
fered from each other we carried out pairwise comparisons. Therefore, we com-
pared the results of each experiment with those from Experiment 2 as a control
experiment – the one that yielded the smallest listening time differences between

3Note that from Experiment 1 only the data from the group familiarized without IPB was con-
sidered (𝑛 = 12).
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novel and familiar test trials. We ran a post-hoc 𝑡-test on the difference scores
(mean listening time to novel test trials minus mean listening time to familiar
test trials) in Experiment 2 versus 1, Experiment 2 versus 2a, and Experiment 2
versus 3. Difference scores are depicted in Figure 3.

Figure 3: Mean listening time differences to novel minus familiar test
trials in seconds. Error bars indicate ± 1 SE.

To adjust for multiple comparisons, the alpha-level of post-hoc 𝑡-tests was cor-
rected according to Holm (1979). With three levels of comparisons this resulted
in 𝛼 = 0.05 for the largest 𝑝-value, 𝛼 = 0.025 for the mid 𝑝-value, and 𝛼 = 0.017
for the smallest 𝑝-value.

6.1 Pairwise comparison of Experiment 2 versus 1

The post-hoc test for Experiment 2 versus 1 failed to reach significance, MDiff =
1.694 s, 𝑡(26) = −2.073, 𝑝 = 0.048, 𝛼 = 0.025. However, on the descriptive level,
we see a much larger listening time difference in Experiment 1 compared to Ex-
periment 2. Infants in Experiment 1 had a mean listening time difference of MDiff
= 1.584 s with a preference for novel test trials, whereas infants in Experiment 2
had a mean listening time difference of MDiff = −0.110 s. Considering the small
sample size that presumably prevents statistical significances, this may indicate
that six-month-old infants might tend to discriminate the two types of prosodic
patternswhen the IPB is indicated by pitch, lengthening, and pause, but not when
it is cued by pitch and lengthening only (also see the comparison to Experiment
3 below).
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6.2 Pairwise comparison of Experiment 2 versus 2a

The post-hoc test for Experiment 2 versus 2a was not significant, MDiff = 0.558 s,
𝑡(37) = 0.843, 𝑝 = 0.404, 𝛼 = 0.05. Infants in Experiment 2a had a mean listen-
ing time difference of MDiff = −0.668 s with a slight preference for familiar trials.
Infants in Experiment 2 had a mean listening time difference of MDiff = −0.110 s.
This comparison indicates that infants’ behavior does not differ between Exper-
iments 2 and 2a. Hence, the data do not support the hypothesis that a longer
familiarization phase leads to better discrimination in six-month-olds suggest-
ing that – unlike eight-month-olds – they still need the pause cue to detect the
boundary (see Exp. 1). However, it is possible that doubling the familiarization
time may have reduced infants’ general attention during the test phase and may
have obscured their discrimination of the test stimuli. This is also indicated by
the high drop-out rate, which suggests the modified version of the experiment
was especially hard.

6.3 Pairwise comparison of Experiment 2 versus 3

The post-hoc test for Experiment 2 versus 3 almost reached significance, MDiff
= 1.688 s, 𝑡(30) = −2.512, 𝑝 = 0.018, 𝛼 = 0.017. Infants in Experiment 3 had a
mean listening time difference of MDiff = 1.578 s with a preference for novel test
trials. Infants in Experiment 2 had a mean listening time difference of MDiff =
−0.110 s. We interpret this as a tendency towards a better discrimination of stim-
uli, in which pause and lengthening indicate the boundary, instead of pitch and
lengthening. Moreover, the results obtained from Experiment 3 support the inter-
pretation that infants in Experiment 1 detected the boundary that was marked by
pause, lengthening, and pitch. Note that the number of participants was higher
in Experiment 3 (𝑛 = 16) compared to Experiment 1 (𝑛 = 12). This underlines the
issue of low statistical power in Experiment 1. Across Experiments 1 and 3, the
mean listening time scores were very similar with both revealing a numerically
strong novelty effect.

Overall, we interpret the six-month-olds’ data as an indicator for successful
perception of boundaries that are marked by the full set of cues or by the subset
of pause and lengthening. In contrast, the combination of pitch and lengthening
seems to be a non-sufficient marking. This points to a crucial role of the pause
cue in early prosodic boundary processing in German.
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7 General discussion

Perceptual reorganization in early speech perception has been reported exten-
sively and in numerous languages for aspects of segmental phonology. However,
research on the development of prosody – specifically phrasal prosody – is still
sparse. The present study, in combination with the findings fromWellmann et al.
(2012) and Holzgrefe-Lang et al. (2016, 2018), contributes to uncovering a develop-
mental change in the processing of prosodic boundary information in German.

The experiments presented in this paper have addressed the role of pitch
change, final lengthening, and pause in boundary detection by German-learning
infants. Although the statistical power of our experiments is small due to the
low number of infants and the limited amount of trials, our data yield three ma-
jor results that need to be discussed with caution. First, German six-month-olds
(but not four-month-olds) are able to detect a major prosodic boundary signaled
by all the cues. Second, pitch change combined with final lengthening did not
appear as a sufficient marking for six-month-olds, neither after a prolonged fa-
miliarization. Third, six-month-olds do not generally need a combination of all
the three cues, but a combination of pause and final lengthening is sufficient to
detect the boundary.

We will focus our discussion on the questions that were raised in the intro-
duction: First, what do these results tell us about developmental changes in in-
fant prosodic cue perception? Second, we will embed the results into the pre-
vious research on American English- and Dutch-learning infants, focusing on
crosslinguistic similarities and differences in prosodic cue weighting. Beyond,
we will compare the present behavioral outcomes to electrophysiological find-
ings (Holzgrefe-Lang et al. 2018) and discuss the cognitive demands underlying
a potential asymmetry in prosodic cue perception.

7.1 Developmental changes in German boundary perception

The results suggest that German-learning infants have developed a sensitivity
to fully marked IPBs by six months4 and even to a subset of boundary cues con-
taining pause and final lengthening. While six-month-olds heavily rely on the

4Four-month-old infants displayed a null result in the same Experiment 1 which allows for two
interpretations: either, four-month-olds are not yet able to detect fully marked IPBs, or they
are able to, but can’t show their ability with this kind of method. Even though there are few
studies showing that the HPP methods in principle works with four-month-olds (e.g. Bosch
& Sebastián-Gallés 2001, Herold et al. 2008, Seidl & Cristià 2008), the familiarization design
might not be optimal for this young age group as it depends on a rather high working memory
load (process the auditory information and store them to detect the change in the test phase). A
study by Höhle et al. (2009) revealed a null result for four-month-olds in a familiarization tech-
nique, whereas Herold et al. (2008) evidenced discrimination in the same age group, with the
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pause cue to detect a boundary, two months later infants have enhanced their
sensitivity to boundaries by perceiving a subtle difference indicated by pitch and
lengthening (Wellmann et al. 2012). Perceptual attunement in the acquisition of
German phrasal prosody mainly concerns the necessity of the pause cue. Two
observations from German, 1) a rather inconsistent occurrence of the pause cue
in German adult-directed speech (ADS) as well as 2) no or only short pauses at
minor syntactic boundaries, underline the usefulness of a German learner’s abil-
ity to detect a boundary without pause, and hence support an enhancement in
the sensitivity towards boundary cues.

At first glance, the occurrence of a pause seems to be highly reliable with re-
spect to its function as a linguistic boundary cue in infant-directed speech (IDS):
whenever pauses occur they are likely to indicate a sentence boundary (Fernald
& Simon 1984, Fisher & Tokura 1996). However, a pause does not seem to be the
predominant boundary cue in German ADS and occurs only rarely as a single
cue: Peters et al. (2005) analysis of phrase boundary markings in the German
Kiel Corpus of spontaneous ADS5 showed that pauses occurred only at 38% of
all boundaries, while pitch changes did so at 74% and lengthening at 66%. An
essential finding was that cue combination at boundaries was a frequent pattern,
occurring at 61.6% of all boundaries. Among these, the co-occurrence of pitch
and lengthening (24.6%) and the coalition of all three cues (23.7%) were the most
frequent. Cue combinations including only pause and one additional cue were
comparatively infrequent: only 8.4% of all boundaries were marked by a combi-
nation of pause and lengthening, and 4.9% by a combination of pause and pitch.
Each prosodic cue also occurred as a single cue: pitch alone marked 20.8% of all
boundaries, while lengthening cued 9.4%, and pause only 1.3%. In brief, Peters
et al. (2005) revealed pause to be the least frequent and the combination of pitch
and lengthening to be the most frequent marker. This implies that, at least in Ger-
man ADS, a large proportion of phrase boundaries are not signaled by a pause,
which would cause a segmentation problem for learners who overly rely on the
occurrence of a pause. Unfortunately, corresponding data on cue frequency in
German IDS are missing, but Fernald & Simon (1984) report longer pause du-
ration and a higher correspondence between pause and sentence boundaries in
German IDS compared to ADS. Also, a systematic review by Ludusan et al. (2016)

same materials, but a change in the experimental setup to a discrimination technique without
a familiarization phase. Hence, a more simple preference paradigm might have worked better
with our materials in the four-month-olds; however, the data would not be directly comparable
to the data of the older infants.

5In this analysis, all auditory breaks that occurred turn-internally within the continuous speech
stream were classified as phrase boundaries.
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across several languages suggests that pause duration is increased in IDS. So, it
may be the case that a high reliance on pause as a boundary cue is appropriate
when exposed to IDS, but not when exposed to ADS, making a change in the
reliance on this cue necessary to become a proficient processor of ADS.

The second argument that relying solely on the pause cue is not an optimal
strategy comes from the fact that pauses signal major prosodic and syntactic
boundaries, whereas minor prosodic and syntactic boundaries like phrase bound-
aries are less often marked by a pause (Strangert 1991, Terken & Collier 1992) or
they are marked by pauses of shorter durations (e.g., Butcher 1981, Goldman-
Eisler 1972). Thus, if prosodic cues are essential for infants for detecting not only
major clause boundaries in the signal but also boundaries of smaller units within
these larger domains, children must become more sensitive to boundary mark-
ings that do not involve a pause. To sum up, the developmental change evidenced
here seems to be in line with the requirements of the ambient language German.

7.2 Crosslinguistic comparison

Turning to the next point of the discussion – the crosslinguistic dimension of
boundary cue perception – our results reveal similarities as well as dissimilari-
ties in Dutch, German, and American English infants. First, the finding that six-
month-old German infants are sensitive to naturally occurring, fullymarked IPBs
is in line with results from previous studies with Dutch- and American English-
learning infants (Johnson & Seidl 2008, Nazzi et al. 2000, Seidl 2007, Soderstrom
et al. 2005) and thus expands the crosslinguistic evidence that young infants are
sensitive to natural prosodic phrasing. For American English, even four-month-
olds have been shown to use fully marked boundaries for the segmentation of
complex clauses.

We consider our materials – rather short and phonologically highly-controlled
sequences with successively inserted cues – an important extension to the cross-
linguistic field of infant prosodic boundary perception. A recent study by van
Ommen et al. (2020) created similar stimuli in French to be presented to French-
and German-learning infants. The sequences were three coordinated French
names either with a major prosodic boundary [Loulou et Manu][et Nina] or with-
out a boundary [Loulou et Manou et Nina]. Hence, materials were identical in
their structure to the concatenation of three German names used in the present
study. Also the procedure was the same, a discrimination task in the HPP para-
digm with a familiarization phase followed by a test phase. The results showed
that French six- and eight-month-olds perceived the boundary when it was sig-
naled by all the three cues, but none of the two age groups was successful when

143



Caroline Wellmann et al.

the boundary was cued by pitch and lengthening only. Interestingly, in contrast,
German infants presented with the same French materials perceived the pitch-
lengthening cued boundary at eight months, but not at six months. This result
reinforces the data from the present study and from Wellmann et al. (2012) and
supports the interpretation of a developmental change in German boundary per-
ception related to the pause cue. Moreover, no such developmental change can be
observed in French infants’ performance pointing towards language-specificity
of the respective development.

7.2.1 Crosslinguistic similarities

A similarity found across the American English, Dutch, German, and French stud-
ies is that pause seems to be a necessary boundary cue for the youngest groups of
tested infants (Dutch- and German-learning six- and American English-learning
four-month-olds, for French even in both six- and eight-month-olds) – indepen-
dently of whether the specific task requires a segmentation or a discrimination
of stimuli. This points to a language-general way of processing prosodic bound-
aries in the first months of life that is strongly related to the acoustically salient
pause cue.

A strong reliance on the pause is useful since among the three main bound-
ary cues, pause is the most “universal” one. In the languages in which infant
boundary perception has been studied, pauses have many pragmatic and par-
alinguistic functions; however, when it comes to linguistic structure, it serves
only one function, that is, the marking of syntactic boundaries. This may render
pause a crosslinguistically highly reliable cue. Note that preboundary lengthen-
ing and pitch may bear more than one linguistic function. Duration as the acous-
tic correlate of lengthening is also used to express lexical and/or phrasal stress
as well as phonemic contrasts (vowel duration). Regarding pitch, the majority of
the world languages are tonal; this means that pitch is used to express different
lexical items. In pitch-accent languages like Japanese or stress languages such
as English pitch can also be used to distinguish word meanings. Moreover, pitch
bears several functions at the sentence level, for example the distinction between
declaratives and questions. Moreover, pause is a perceptually rather salient fea-
ture of an acoustic signal and it provides categorical information that can be
processed locally because the presence or absence of silence can be detected im-
mediately in the signal. This may be different for the other two boundary cues,
pitch changes and lengthening, which constitute relational information and re-
quire the parsing of longer strings to recognize any changes in pitch and duration
at the location of the boundary in relation to the whole speech string.
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Therefore, the available results by infants learning American English, Dutch,
German, and French revealing that the occurrence of a pause is initially required
for boundary detection may reflect a rather universal processing that initially
relies on the pause as an acoustically salient categorical cue that can be easily
processed independent of the contextual information in every language environ-
ment.6

7.2.2 Crosslinguistic differences

The major difference in the development between Dutch, American English, Ger-
man, and French concerns if, and if so, when, infants respond to boundaries that
are not marked by a pause. For Dutch, we only know that six-month-olds need
the pause for boundary detection since older infants were not tested (Johnson
& Seidl 2008). French infants still need the pause cue at eight months (van Om-
men et al. 2020). In American English-learning infants, the necessity of a pause
as a boundary cue disappears already between the ages of four and six months
(Seidl 2007, Seidl & Cristià 2008). This is when in German-learning infants the
perception of fully cued boundaries first emerges. Only between the ages of six
and eight months a developmental change occurs that makes the pause cue no
longer necessary.

Seidl & Cristià (2008) interpret the behavior of the four-month-old American
English-learning infants as a so-called holistic processing in which all cues are
equally attended to. They argue that this reflects a general processingmechanism
rather than a linguistically based strategy. By six months, American English-
learning infants do assign more weight to pitch. Seidl and Cristià explain this
development through the increased language exposure allowing to observe the
distribution of boundary cues in their native language. Infants may have learned
by this age, that pauses are unreliable boundary cues, whereas pitch is a more
reliable cue to syntactic boundaries in American English.

Comparing the developmental trajectory between American English- and Ger-
man-learning infants, the data reveal that the development is different at six

6We are grateful to one reviewer who suggested to link our findings to those of individuals
with acquired language impairments in which the special relevance of the pause cue is also
evident (Aasland & Baum 2003). When tested on resolving syntactic ambiguities in coordinate
structures, a group of individuals with aphasia after left-hemispheric brain damage – in con-
trast to a control group – was not able to consistently identify the phrase boundary cued by
lengthening and pause (with neutral pitch). However, when the pause duration was increased
beyond normal ranges, accuracies improved. Thus, pause also seems to play a crucial role in
impaired comprehension and may enable boundary detection even in the absence of the pitch
cue.
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months. American English-learning six-month-olds need the pitch cue (in any
combination with another cue), while this seems not to be the case for the Ger-
man six-month-olds. This may suggest that pitch information is more salient and
thus more important for American English learners than for German learners. In
fact, crosslinguistic comparisons of pitch in IDS have found that the mean, min-
imum, and maximum F0 as well as the F0 variability is significantly higher in
American English IDS than in German IDS (Fernald & Simon 1984, Fernald et al.
1989). Hence, American English-learning infants may be more prone to attend to
pitch variation in their input than German-learning infants.

A comparison of German- and Dutch-learning six-month-olds (Johnson &
Seidl 2008) reveals similarities. Like their German age-mates, Dutch-learning in-
fants did not respond to the prosodic boundary marked by pitch change and final
lengthening, indicating a crucial role of the pause in Dutch as well. Interestingly,
Dutch – like German – IDS was found to show a lower mean and a lower range
in F0 difference compared to American English IDS (Fernald et al. 1989, van de
Weijer 1997), suggesting again that the properties of the specific speech input
relate to crosslinguistic differences in how infants process prosodic information
and that with less pitch variation pauses may become a more crucial cue for the
marking and the perception of prosodic boundaries.

At eight months, German infants’ sensitivity has developed to perceiving a
pitch-lengthening cued boundary to such an extent that it can even be applied
in a non-native language (van Ommen et al. 2020). The result that French eight-
month-olds’ boundary detection still depends on all three cues points to a delay
in comparison to the German-learning infants. This is supported by van Ommen
et al.’s experiment with French and German adults who did not differ in their dis-
crimination of sequences with pitch and lengthening only. Apparently, French
listeners catch up at one point. van Ommen et al. (2020) argue that the language-
specific differences at eight months might stem from a higher prosodic vari-
ability in German providing a larger basis to attend to prosodic details. French
does not use prosodic characteristics to mark lexical stress. It uses prosody for
phrasal stress; however, phrasal stress coincides with phrasal boundaries by de-
fault. Hereby, French is highly regular in the employment of prosodic cues. Ger-
man, on the contrary, employs a larger variety of tonal and duration patterns
at the phrasal as well as at the lexical level, and these are not strictly aligned to
boundaries. This might explain why the German-learning infants show an earlier
sensitivity to the specific cue combinations than their French peers.

The comparisons between the German, American English, Dutch, and French
studies (that, notably, varied in the experimental paradigms: discrimination vs.
segmentation) only give first, still vague indications of crosslinguistic differences

146



4 Developmental changes

in prosodic boundary cue weighting that support the assumption that perceptual
attunement occurs in this domain. Future research using more comparable mate-
rials and methods across languages is necessary to provide a reliable picture of
potential crosslinguistic effects of boundary perception and their development.
In addition, it is not clear whether the few studies so far have used acoustic in-
stantiations of the different cues that are typical for the specific language and
typical for the infants’ input. Corresponding prosodic analyses of ADS and IDS
in the respective languages are therefore needed to broaden our understanding
of the early prosodic development. A further limitation in the interpretation of
the results concerns the strength of single cues, which might differ between dif-
ferent cue constellations. There is evidence that marking of prosodic boundaries
is subject to cue trading relations, that is, an interaction between the strength
of the cues that mark the boundary with one cue being stronger when another
cue is weaker (e.g., Beach 1991). The cue insertion applied to the German stimuli
was based on the acoustic parameters of pitch, lengthening, and pause that had
been measured in natural sequences with a fully marked IPB. Although these
values were already quite high (a pitch rise of 212Hz/13.65 semitones, a final
lengthening factor of 1.8, and a pause of 500ms duration; cf. Peters (2005)7), they
might be even higher in natural sequences with a boundary that is only marked
by the subset of pitch and lengthening; in other words, when pause is missing,
the other cues may be enhanced. Thus, we cannot exclude that six-month-olds
might also be able to detect a boundary without pause if we had implemented
stronger pitch and/or lengthening cues. Given that continuous stimulus manip-
ulations can hardly be investigated in behavioral tasks in infants, the present ex-
perimental design did not consider cue trading relations. Still, we can conclude
that developmental changes in behavior occur, since the eight-month-olds were
able to detect the boundary using identical materials.

7.3 Behavioral versus neurophysiological methods

In the final section, we compare the present behavioral finding to those of a pre-
vious electrophysiological study. Using the very same stimuli, Holzgrefe-Lang
et al. (2018) investigated boundary perception in eight- and also six-month-old
German-learning infants by means of event-related potentials (ERP). In adults,
the processing of IPBs with and without a pause evokes a specific ERP compo-
nent, the so-called closure positive shift (CPS; e.g., Holzgrefe-Lang et al. 2016,

7In a perception study with adult listeners, Peters (2005) implemented lengthening factors of
1.2, 1.4, and 1.6 and pauses with a duration continuum between 50ms and 890ms – based on
the values found in German ADS (Peters et al. 2005)
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Steinhauer et al. 1999), which is assumed to reflect the perception of a prosodic
boundary. Holzgrefe-Lang et al. (2018) investigated whether an infant CPS can
be elicited in response to different cue constellations. Specifically, they compared
six- and eight-month-old infants’ brain response to stimuli containing either no
boundary cue, a combination of pitch change and lengthening, or only a pitch
cue. The ERPs in response to the latter condition did not differ from the condi-
tion without any boundary cues, but the combined occurrence of pitch change
and final lengthening elicited a positivity that resembled the adult CPS in both
age groups (Holzgrefe-Lang et al. 2016). Hence, the electrophysiological data sug-
gests that six- and eight-month-old German infants do not differ in IPB percep-
tion, whereas the current HPP data provides no evidence that six-month-olds
detect pitch and lengthening cued boundaries, but suggests a developmental
change between the ages of six and eight months. Thus, prosodic boundary per-
ception without the pause cue is evidenced earlier at the electrophysiological
level (but see Männel & Friederici 2009, Männel et al. 2013 for data that indi-
cate that stimuli with neutralized pause cues would only elicit a CPS in children
older than three years). In line with this asymmetry, there is ample evidence from
other studies (Friederici et al. 2007, Höhle et al. 2009, Schipke 2012) that a spe-
cific brain response may precede the corresponding behavioral response in the
course of development. For instance, the recognition of the ambient language’s
dominant stress pattern has been shown for four-month-old German learners us-
ing ERPs (Friederici et al. 2007), whereas a behavioral preference is evident only
at six months (Höhle et al. 2009).

We assume that the diverging results across the different methods are due to
different cognitive demands during testing. ERPs are measured on-line during
infants’ passive listening, and hence do not depend on task demands or an overt
response performance involving additional processing requirements (seeMännel
& Friederici 2008). In the case of the ERP study by Holzgrefe-Lang et al. (2018),
the brain response indicating the perception of a prosodic boundary marked by
pitch and lengthening occurs right after the presentation of the phrase-final syl-
lable. Hence, the ERPs represent immediate processing responses evoked by the
presence of specific boundary cues in the stimuli. In the HPP, the infants’ be-
havioral response is measured by the amount of listening time indicated by the
infant’s head turn towards the side of presentation. The expectation to observe
differences in listening times between the conditions in the HPP experiment is
based on the assumption that a representation of the familiarization stimulus
has been formed during the familiarization phase and that the stimuli presented
during the test phase are mapped onto this representation. Establishing this rep-
resentation requires that at least some memory traces survive the switch to the
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test phase of the experiment. Such a long-lasting memory component is not in-
volved in the ERP paradigm. Nevertheless, the fact that the six-month-olds show
effects in the HPP when the boundary is marked by the full set of boundary
cues or by the subset of pause and lengthening suggests that memory require-
ments alone are not sufficient to explain the null effect in the condition with only
lengthening and pitch. Rather, differences in the level of attention might account
for the different outcomes across the ERP and HPP measurements as well as for
the different outcomes across ages in the behavioral studies. Considering that lis-
tening times are an indicator of attention, the change that we observed between
the six- and the eight-month-olds in the HPP data may suggest that infants have
sharpened their attention towards pitch and lengthening, which are functionally
relevant cues to German phrase boundaries, at the age of eight months.

8 Conclusion

To conclude, the present study provides evidence that German six-month-old
infants are able to detect a major prosodic boundary characterized by the three
main cues. This ability is crucial for the first steps in language acquisition as it
equips the naïve learner with a tool to chunk the continuous speech stream into
clauses. In a headturn preference procedure discrimination task, we found that
for six-month-olds pitch and lengthening cues are not sufficient, but they need
the pause cue. Boundary detection on the basis of combined relational prosodic
cues like pitch changes and final lengthening shows up only by eight months.We
argued that this behavioral change displays an enhancement in sensitivity that
is reflected in a shift of attention to boundary markings that are functionally
relevant in the ambient language. The ability to detect a boundary with the full
as well as with a subset of cues enables syntactic parsing of not only major, but
also minor, syntactic units. This ability is also necessary for the adult listener,
especially in the case of structural ambiguities. Therefore, being able to detect
these boundaries with their language-specific markers is essential to becoming
an efficient processor of a given language.
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This production study builds on and extends the research on how prosodic cues
can be used to resolve syntactic ambiguities. We compared how younger speak-
ers (mean age 25 years, Huttenlauch et al. 2021) and older speakers (mean age 68
years) produced prosodic cues to distinguish between structurally different coor-
dinated three-name sequences without and with internal grouping of the first two
names. The prosodic cues of interest were variations in f0 (F0 range), duration
of segments at the end of the names (final lengthening), and pause insertion. In
line with the Proximity/Similarity model by Kentner & Féry (2013), we found that
both age groups used all three cues to signal the grouping: Prosodic cues were
modified on the group-internal Name1 as well as on Name2 at the right-most el-
ement of the group. These prosodic cues were clearly understood by naïve listen-
ers. Successful prosodic disambiguation was not affected by age-related differences
in speech production. Furthermore, we analysed the productions with regard to
different contexts, such as addressing interlocutors of different ages and mother
tongues, and in noisy environments. We found that both age groups of speakers
used the same prosodic cues consistently across all contexts, indicating that the use
of prosodic cues to clarify syntactic ambiguities is a stable part of the production
process, which we interpret as being in line with models of situational indepen-
dence of disambiguating prosody (e.g., Schafer et al. 2000). Our study provides ev-
idence that the use of these prosodic cues (F0 range, final lengthening, and pause)
is a reliable way to clarify ambiguous structures in speech and independent of the
speaker’s age.
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1 Introduction

Linguistic prosody, as in prosodic boundaries, can be used to resolve syntactic
ambiguities. Such syntactic ambiguities exist in coordinated sequences of more
than two elements (e.g., names) since those elements can be grouped internally at
different levels. For instance, the three-name sequence Moni and Lilli and Manu
can describe three individual persons or a group of three persons (i.e., no internal
grouping as in (1)) or a group of two persons in addition to one individual per-
son, with two different possibilities for the grouping (i.e., the group can consist of
Moni and Lilli or of Lilli and Manu. (2) gives an example for the internal grouping
of Moni and Lilli indicated by parentheses). The latter two different groupings
correspond to underlying syntactic structures that differ in their direction of em-
bedding. The difference to the first sequence is the depth of embedding. The
absence or type of internal grouping as in (1) versus (2) in an answer to the ques-
tion Who will plant a tree? results in either one, or two, or three planted trees.
Prosody, thus, brings the underlying structure to the surface (i.e., disambiguates
the otherwise ambiguous surface structure). In this study, we will compare pro-
ductions of a structure without internal grouping (1) to a structure with internal
grouping of the first two elements (2).

(1) Name1 and Name2 and Name3. – without internal grouping

(2) (Name1 and Name2) and Name3. – with internal grouping

1.1 Prosodic marking in coordinate sequences

In German, the difference between the two structures (i.e., the resolution of the
structural ambiguity) is mainly indicated by one or more of three prosodic cues:
F0 change, final lengthening, and pause (Peters et al. 2005, Gollrad et al. 2010,
Kentner & Féry 2013, Petrone et al. 2017, for final lengthening see also Schubö
& Zerbian 2023 [this volume]). Young speakers have been shown to use these
three prosodic cues to clearly mark the internal grouping of coordinated name
sequences (Kentner & Féry 2013, Petrone et al. 2017, Huttenlauch et al. 2021).
Figure 1 provides visualisations of waveform and spectrogram with F0 contour
and segmental annotations of productions without and with internal grouping,
respectively, generated using Praat (Boersma & Weenink 2019). The marking of
the internal grouping appears as a global and not a local phenomenon, in accor-
dance with the Proximity/Similarity model (Kentner & Féry 2013): Young speak-
ers modified prosodic cues not only at the right edge of the internal group (i.e., on
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Name2 in the example in (2)), but already earlier in the utterance (i.e., on Name1,
see also left and right panel in Figure 1, Kentner & Féry 2013, Huttenlauch et al.
2021). The principle of Proximity relates to the syntactic constituent structure
(Kentner & Féry 2013). The proximity of syntactically grouped elements is ex-
pressed by a weakening of the prosodic cues (e.g., less final lengthening, lower
F0 peak, smaller F0 range) on the left-most element of two sister elements (e.g.,
Name1 in (2), Moni in right panel of Figure 1) compared to an ungrouped element
in the same position (e.g., Name1 in (1), Moni in left panel of Figure 1). The prin-
ciple of Anti-Proximity predicts a strengthening of the prosodic cues (e.g., more
final lengthening, higher F0 peak, larger F0 range, insertion of a pause) on/af-
ter the right-most element of a group than on/after an ungrouped element (e.g.,
Name2 in (2) versus in (1), Lilli in right versus left panel of Figure 1). The prin-
ciple of Similarity relates to the depth of syntactic embedding and since it does
not apply to our structures we will not discuss it further. In summary, in name
sequences with grouping such as (2), the productions of Name1 contain weaker
prosodic cues and those of Name2 encompass stronger prosodic cues compared
to name sequences without grouping such as (1).

Figure 1:Waveform and spectrogramwith F0 contour (black line) of the
coordinated name sequence MOni und LIlli und MAnu (capital letters
correspond to stressed syllable) produced without internal grouping
(left) and with internal grouping (right) by a young female speaker.
The TextGrid gives an example for the manual annotation of low (L)
and high (H) F0 values and the segmentation of the final vowels within
Name1 and Name2.

In perception, the early cues on Name1 could reliably be recovered to predict
the upcoming structure by more than half of the participants in a two-alterna-
tive forced choice decision task with gated stimuli (Hansen et al. 2022). Although
all young speakers in Huttenlauch et al. (2021) reliably marked the constituent
grouping of coordinated names, they showed inter-speaker variability in how
they phonetically realised the prosodic boundary, especially final lengthening
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was used in a more flexible way than F0 range and pause. Besides prosodic disam-
biguation, Huttenlauch et al. (2021) investigated the situational (in)dependence of
disambiguating prosody by comparing prosodic cues addressed to interlocutors
differing in age and mother tongue as well as in the absence/presence of back-
ground noise. Despite the phonetic variability in the realisation of prosodic cues
between speakers, the data show a rather consistent pattern of prosodic cues
across different communicative situations. The latter finding was interpreted
as indexing situational independence: Disambiguating prosody seems to be pro-
duced automatically by the speakers in a rather invariant manner.

The present study builds on and extends the results on prosodic boundary pro-
duction of young speakers (Huttenlauch et al. 2021) with productions of older
speakers. Data of both age groups were elicited with the same design and ma-
terials, which allows for a direct comparison and detailed investigation of age
effects. Age has not only been shown to affect language production in terms of
word-finding abilities (for a review see Burke & Shafto 2004) but also in terms
of altered acoustic characteristics affecting prosody-related features in the tonal
and durational domain. Age, thus, has an effect on the same features that are
relevant for the realisation of linguistic prosody.1 Age, therefore, may interact
with the modulation of prosodic cues in conveying the intended meaning. In the
remaining part of the introduction, we will address age-related changes in the
tonal and durational domain in general (Section 1.2) and their possible impact on
the use of linguistic prosody in particular (Section 1.3). Finally, we will present
findings on the situational (in)dependence of prosodic cues (Section 1.4).

1.2 Age-related changes in the tonal and durational domain in general

In the following section, we will summarise previous research on general age-
related changes in the tonal and durational domains. It is important to note that
studies differ in how they group participants into age ranges and in how many
years each age group spans. We will use young or younger speakers to refer to
the age range between 18 and 30 years of age and older speakers for ages above
60 years.

In the tonal domain, age effects on fundamental frequency (F0) have been stud-
ied for several measures including mean and median F0, the span between min-
imum and maximum (F0 range), and the variability of those measures captured
in standard deviations (SD). Here, we focus on the latter two as mean or me-
dian F0 are rather uninformative in the context of our study, which focuses on

1We are aware of themultitude of non-linguistic information transmitted through prosodic cues
including but not limited to the emotional state and background of the speaker. In the context
of this study, we are only interested in linguistic prosody.
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analysing F0 range. So far, results are inconclusive and in part divergent between
genders. For F0 range, some studies report no differences between younger and
older speakers (Markó & Bóna 2010, Smiljanic & Gilbert 2017), while Dimitrova
et al. (2018), Tuomainen & Hazan (2018), and Hazan et al. (2019) observed a larger
F0 range for older compared to younger women and Kemper et al. (1998) found
a smaller F0 range in older compared to younger speakers irrespective of gender.
When it comes to F0 variability, there is evidence for an increase with increasing
age (Scukanec et al. 1992, Lortie et al. 2015, Santos et al. 2021).More variability and
less stability in older speakers compared to younger speakers was further noticed
by several studies looking at more specific measures regarding speech acoustics
(including jitter, shimmer, and noise-to-harmonics-ratio; Goy et al. 2013, Lortie
et al. 2015, Rojas et al. 2020 among others).

In the durational domain, previous studies observed slower speaking/articu-
lation rates in older compared to younger speakers (Tuomainen & Hazan 2018,
Hazan et al. 2019, Tuomainen et al. 2019, 2021 and references in a review by
Tucker et al. 2021: 5), relating this finding mainly to longer syllable or word du-
rations (Scukanec et al. 1996, Harnsberger et al. 2008, Barnes 2013, Dimitrova et
al. 2018), longer segment durations (Kemper et al. 1995, Harnsberger et al. 2008,
Smiljanic & Gilbert 2017), or an increased number of pauses (Kemper et al. 1998,
Dimitrova et al. 2018). However, no evidence for pause duration as a driver of age-
related differences in speech rate has been reported so far (Barnes 2013, Smiljanic
& Gilbert 2017, Dimitrova et al. 2018).

To sum up, previous researchers provided some evidence for tonal and dura-
tional differences between younger and older speakers, indicating increased F0
ranges and durations with increasing age. Since these changes affect the same
channel used to convey linguisticmeaning, wewill address possible interferences
in the next paragraph.

1.3 Age-related changes in the tonal and durational domain alongside
linguistic prosody

We will now turn towards studies that can help to address the question of
whether age-related changes in the tonal and durational domain interact with
the modulation of disambiguating prosodic cues, as these studies used speech
material that explicitly required the use of linguistic prosody. Scukanec et al.
(1996) measured the maximal F0 value within the vowel of elicited monosyl-
labic words in either contrastive or non-contrastive stress position in younger
and older female English speakers. Both age groups used F0 in a similar way to
mark the focused words (Scukanec et al. 1996: 235). However, independent of the
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word position in the sentence, older speakers produced higher F0 values than
young speakers in words with contrastive stress and lower maximal F0 values
in words in non-contrast positions. The authors concluded that, for the analysed
data set, age did not influence the productions of “linguistically salient variations
in prosodic output” (Scukanec et al. 1996: 238). The difference in the maximal
F0 values between words with and without contrastive stress was even larger
in older than in young speakers. The same holds true for the durational domain:
Even though older speakers produced longerword durations togetherwith larger
standard deviations (i.e., more variability), both age groups used duration to lin-
guistically distinguish stressed from unstressed words.

Further evidence that older speakers use lengthening for prosodic disambigua-
tion despite an overall age-related slower speaking rate comes from Tauber et al.
(2010) and Barnes (2013) who reported longer durations for older English speak-
ers in disambiguating contexts. Barnes (2013) elicited structurally ambiguous sen-
tences with either high or low attachment of the prepositional phrase (e.g., The
girl hit the boy with the fan) in younger and older English speakers. Although the
study found longer durations of the direct object and the prepositional phrase re-
gardless of target in the productions of older speakers than in the productions
of younger speakers, the overall results revealed that both age groups used the
prosodic cues mean F0, pause duration, word duration, and mean intensity sim-
ilarly to disambiguate ambiguous sentences. However, in another task tapping
production of lexical stress to differentiate noun-verb pairs with strong-weak and
weak-strong stress patterns, “older adults utilised F0 to a significantly greater
extent than young adults” (Barnes 2013: 43). Tauber and colleagues elicited struc-
turally ambiguous sentences (e.g., The lake froze over a month ago) to explicitly
test for age differences in the realisation of disambiguating prosody in English
sentences (Tauber et al. 2010). They found that intonational boundaries (defined
as pause duration plus duration of the critical word at the boundary) were longer
in older than in younger speakers. Notably, both age groups seem to have had
difficulties with the task, as the percentage of sentences which were successfully
disambiguated via prosody was 66% for older speakers (above chance, 𝑝 < 0.05)
and 59% for the younger age group (not significantly above chance, 𝑝 > 0.06)
(Tauber et al. 2010).

In summary, even though age leads to changes in the tonal and temporal do-
main in general, there is evidence from English speakers that the modulation
of prosody to convey linguistic meaning remains unaffected. Older participants
even appear to produce prosodic cues in amore extremeway than younger speak-
ers. To the best of our knowledge, there is no study that addressed age differ-
ences in the use of prosody to resolve ambiguities in coordinate structures. If the
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findings for English ambiguous sentences are transferable to German coordinate
structures, we expect that older speakers disambiguate coordinate structures us-
ing more extreme prosodic cues than young speakers. This motivates our first
research question:

RQ1: Prosodic disambiguation of coordinate name sequences: Do older speak-
ers compared to young speakers show a more extreme use of the three
prosodic cues F0 range, final lengthening, and pause on Name1 and Name2
to mark the internal grouping of coordinates in German?

1.4 Situational (in)dependence of prosodic cues

In the remaining part of the introduction, we will address the situational (in)de-
pendence of prosodic cues, a second topic investigated in Huttenlauch et al.
(2021). It deals with the effects of different types of interlocutors and the ab-
sence/presence of noise on the use of disambiguating prosodic cues. Huttenlauch
et al. (2021) compared the use of prosodic cues in five contexts involving four
female interlocutors: a young adult (young), a child (child), an elderly adult
(elderly), and a young non-native speaker of German (non-native) and in noise
(the young adult with background white noise, noise). The productions directed
at the young adult native speaker (i.e., the context young) were taken as a base-
line for comparisons. The findings showed stability in the use of prosodic cues for
disambiguating the internal structure of coordinates. That is, individual speakers
produced a limited set of cue patterns with only slight shifts in cue distribution
across different contexts. This stability in prosodic patterns for disambiguation
irrespective of the context was interpreted in favour of models of situational in-
dependence of disambiguating prosody (Schafer et al. 2000, Kraljic & Brennan
2005, Speer et al. 2011). These models predict that disambiguating prosody is pro-
duced in an automatic way, for the sake of the speakers themselves, and hence
depends neither on the presence or absence of an interlocutor, nor on the type of
interlocutor or situational setting (e.g., background noise). Despite arguing for
situational independence of disambiguating prosody, Huttenlauch et al. (2021)
found slight prosodic modifications in the data that can be attributed to context
effects. Similarly, as discussed for the prosodic marking of internal grouping of
coordinates in the first part of the introduction, the question arises whether age
effects in the tonal and durational domain have an impact on the use of F0 range,
final lengthening, and pause when speaking in different contexts and whether
we find age effects in the situational (in)dependence of prosodic disambiguation.
Research on age effects in speech production to different interlocutors is, to our
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knowledge, still scarce. In the following, we will briefly summarise existing find-
ings including the context effects found in the productions of young speakers in
Huttenlauch et al. (2021).

With regard to addressing a child interlocutor, we will refrain from summaris-
ing the immense body of literature treating speech towards preverbal infants
since the use of prosody for disambiguation requires that language ability has
already been acquired to a certain extent. We are not aware of studies investigat-
ing effects of speaker age on prosodic cues uttered towards a child interlocutor.
For young speakers, speech towards a child interlocutor has been described as
containing an increased F0 range (Biersack et al. 2005, Huttenlauch et al. 2021),
lengthened vowels (Biersack et al. 2005), or more pauses (DePaulo & Coleman
1986).

Speech addressing an elderly interlocutor has been explored in data on young
and older adult speakers. While younger speakers slowed down their speaking
rate by increasing vowel duration and inserting more pauses in speech address-
ing an elderly interlocutor, older speakers did not do so (Kemper et al. 1995). For
older speakers addressing a young interlocutor, however, Kemper and colleagues
observed a slower speaking rate than for young speakers. The authors argued
that, in comparison to young speakers, older speakers adopt a more simplified
speech style including lower speaking ratewhen addressing a young interlocutor,
and thus it is possibly hard for them to slow down even further in order to adapt
to an elderly interlocutor (Kemper et al. 1995: 56). Furthermore, young speakers
addressing an elderly interlocutor, slowed down their speaking rate with longer
pauses, increased final lengthening (Huttenlauch et al. 2021), and increased F0
range or variation in F0 (Thimm et al. 1998, Huttenlauch et al. 2021).

We are not aware of studies investigating effects of speaker age on prosodic
cues when addressing a non-native interlocutor. Some studies involving young
speakers found no clear differences (DePaulo & Coleman 1986, Uther et al. 2007,
Knoll & Scharrer 2007, Knoll et al. 2011, Huttenlauch et al. 2021), while others ob-
served a lowered speech rate due to lengthened pauses (Biersack et al. 2005),
a higher mean F0 (Knoll et al. 2015), increased word durations and intensity
(Rodriguez-Cuadrado et al. 2018), or an increased F0 range along with segmental
modifications described as a more emphatic style (Smith 2007; see Piazza et al.
2021 for a review on foreigner-directed speech).

Finally, speech in noisy environments compared to silent environments is af-
fected by modulations in several ways. The reported changes are referred to as
“Lombard speech” (Lombard 1911 as cited in Zollinger & Brumm 2011) and include
decreased speaking rate (due to increased segment or word durations), increased
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F0 ranges, increased signal amplitude, and spectral changes such as smaller spec-
tral slope (e.g., Junqua 1996, Summers et al. 1988, Jessen et al. 2003, Zollinger &
Brumm 2011, Smiljanic & Gilbert 2017, Tuomainen et al. 2019, 2021). The findings
for young speakers in a noisy environment in Huttenlauch et al. (2021) were in-
terpreted as being partly in line with Lombard speech, as they revealed increased
final lengthening and decreased pause duration but no changes in F0 range.With
respect to age effects in speech adaptation to noise, no age differences were found
by Dromey & Scott (2016) and Smiljanic & Gilbert (2017), with the latter report-
ing an age-independent decrease in speaking rate when noise was present, while
Tuomainen et al. (2019) reported a decreased speaking rate only for the older age
group.

To summarise, the modifications of prosodic cues in coordinates induced by
varying contexts observed by Huttenlauch et al. (2021) were rather small but in
line with previous findings. The effect of age on the realisation of prosodic cues
in more communicative settings with varying interlocutors is still only scarcely
explored. For the reported age-related changes in addressing different interlocu-
tors, the question arises whether they replicate to coordinate structures in Ger-
man. Given the limited evidence, we keep our second research question rather
open:

RQ2: Situational (in)dependence: Do young and older speakers differ in adapting
their use of prosodic cues when addressing varying interlocutors?

In the current study, we extend the age range of usually studied participants (in
Huttenlauch et al. 2021 19–34 years) to older people aged between 60 and 80 years
of age (i.e., comparable to the older age groups in the previously presented litera-
ture) and compare the productions of linguistic prosody in young and older adult
speakers. Specifically, we explore whether age interacts with the modulation of
prosodic cues, especially F0 range, final lengthening, and pause, and whether
any such interaction may impact the disambiguation of structurally ambiguous
coordinated name sequences and the use of prosodic cues when addressing dif-
ferent interlocutors (i.e., regarding situational (in)dependence of disambiguating
prosody).

2 Methods and material

Methods, materials, and data of the younger speakers are taken from Hutten-
lauch et al. (2021) and extended by the data of older speakers.
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2.1 Participants

Fifteen young monolingual German native speakers (13 female, 1 male, 1 other;
age range: 19–34, mean 25.47 years, SD: 4.6; see Huttenlauch et al. 2021) and
13 older monolingual German native speakers (9 female, 3 male, 1 no informa-
tion; age range: 61–80 years, mean: 67.77 years, SD: 6.8) were included in the
study. Additional five speakers took part in the study, but were discarded due to
low task compliance (𝑛 = 1), scores below 25 in the Montreal Cognitive Assess-
ment (Nasreddine et al. 2005) (𝑛 = 3), or missing data (𝑛 = 1). All participants
(henceforth speakers) were recruited in Potsdam, Germany, and were reimbursed
or received course credits (the latter only applies to the young speakers). They
were naïve to the purpose of the study and gave written consent to participate.
The Ethics Committee of the University of Potsdam approved the procedure of
this study (approval number 72/2016). Hearing ability was assessed by a hearing
screening using an audiometer (Hortmann DA 324 series) and calculated follow-
ing the grades of hearing impairment by the WHO as reported in Olusanya et al.
(2019). Normal hearing was defined as an average pure-tone audiometry of 25
dB HL or better of 500, 1000, 2000, and 4000 Hz in the better ear. Following this
definition, all 15 young speakers and 10 of the older speakers had normal hearing,
the remaining speakers showed a slight (𝑛 = 2) or moderate impairment (𝑛 = 1).

2.2 Stimuli

2.2.1 Items

As stimuli, we used the same six coordinated name sequences as in Holzgrefe-
Lang et al. (2016), Huttenlauch et al. (2021), and Wellmann et al. 2023 [this vol-
ume]: Each sequence consisted of three German names coordinated by und (En-
glish ‘and’) that appeared in each of two conditions: without internal grouping
(3) or with internal grouping of the first two names (4). The grouping of the first
two names was visually indicated to the participants by bracketing Name1 and
Name2 with parentheses as in (4). The conditions will henceforth be referred to
as brack for the condition with internal grouping and nobrack for the condition
without internal grouping. A total of 12 itemswas used. Young speakers produced
each item once per context (see Section 2.2.2), older speakers twice to enlarge the
data set and to increase statistical power.

(3) Name1 and Name2 and Name3. Moni und Lilli und Manu.

(4) (Name1 and Name2) and Name3. (Moni und Lilli) und Manu.
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The set of coordinates comprised nine different German names in total, all of
which were controlled for number of syllables (disyllabic), stress pattern (penul-
timate), and sonority of the segments (only sonorant material, to facilitate pitch
tracking). Six of the names featured the high frontal vowel /i/ in word-final posi-
tion (Moni, Lilli, Leni, Nelli, Mimmi, and Manni) in order to decrease glottalisa-
tion and occurred as Name1 or as Name2. Name3 contained either /u/ or /a/ in
word-final position (Manu, Nina, and Lola). Regarding possible collocations of
the selected names for each coordinate, there was no particular co-occurrence
of two adjacent names (as in, e.g., “Bonnie and Clyde”) in the dlexDB corpora
(Heister et al. 2011) or in printed sources between 1500 and 2021, as ascertained
by the Google Ngram Viewer (Lin et al. 2012).

2.2.2 Contexts

Five different communicative contexts (young, child, elderly, non-native,
noise) were created that differed in the interlocutor and/or the absence/pres-
ence of background white noise (see Table 1). Speakers saw their interlocutors
on a screen in two short videos each (one with a personal introduction of the
interlocutor and one with instructions for the task) to get an audio-visual impres-
sion. The young and non-native interlocutors were similar in age to the group
of young speakers, the elderly interlocutor was two years older than the oldest
speaker in the group of older speakers. A more detailed description of the videos
and interlocutors can be found in Huttenlauch et al. (2021).

2.3 Procedure

Productions were elicited by means of a referential communication task. Con-
texts were presented blockwise, always starting with the young context, which
served as a baseline in the analysis. The order of the other four contexts was
randomised. Each block started with the two video clips of the corresponding in-
terlocutor. Then, for each trial, speakers first saw a fixation cross on the screen
accompanied with the auditory presentation of the trigger question Wer kommt?
(‘Who is coming?’) via headphones produced by the interlocutor of the current
block as a reminder to whom they were talking. After 1000 ms, the fixation cross
was replaced by the visual presentation of the name sequence (i.e., the item) in
one of the two conditions (see Figure 2). The task was to produce the item in a
way that would allow the interlocutor “to understand as rapidly and accurately
as possible who is coming together”. Recordings took place in a sound-attenu-
ated booth at the University of Potsdam via an Alesis iO/2 audio interface using
an AKGHSC271 headset with over-ear headphones and a condenser microphone.
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Table 1: Fictional names, ages, origins, and further information of the
interlocutors present in the five contexts.

young
(baseline)

child elderly non-native noise

Name: Hannah Carlotta Maria
Korbmacher

Zsófi Hannah +
white noise

Age (in years): 24 6 82 26 See young

Origin: Eberswalde Potsdam NA NA

Residence: Potsdam Potsdam Potsdam Potsdam

Occupation: Biology
student

School child Retired
school
teacher

Exchange
student

Further facts: Moved to
Potsdam for
her studies,
lives in a
shared flat,
likes the
parks in
Potsdam

Likes horse
riding, her
parents pick
her up from
school, is
good at
swimming

Lives for
two years in
an old-age
home with
her
husband,
tends to
forget
things from
time to time

Started to
learn
German one
year ago,
lives in a
shared flat,
enjoys
doing sports

5000 ms

Wer kommt?
Who is coming?

recording 6000 ms

1000 ms

+
Manni und Leni und Lola

5000 ms

Wer kommt?
Who is coming?

recording 6000 ms

1000 ms

1000 ms

+
(Moni und Lilli) und Manu

Figure 2: Experimental setting and timing of two trials.
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The wide screen in the recordings booth had a resolution of 1920×1200, stimuli
were written in Arial, font size 50. The experiment was run from a Dell laptop
using Presentation software (Neurobehavioural Systems 2018). Each item was pre-
sented in each context once (for young speakers) or twice (for older speakers).
Thus, the data set contained 900 individual productions of young speakers (6
name sequences × 2 conditions × 5 contexts × 15 young speakers) and 1560 indi-
vidual productions of older speakers (6 name sequences × 2 conditions × 5 con-
texts × 2 repetitions × 13 speakers).

2.4 Perception check

After data collection of the production study, all recordings were auditorily pre-
sented to naïve listeners who were asked to indicate for each production the
perceived condition. To this end they were given two pictograms with three per-
sons each, one pictogram per condition (Figure 3, picture A without and picture
B with internal grouping).

A B

Figure 3: Pictograms used in the perception check depicting the condi-
tion without grouping (left panel) and with grouping (right panel).

The aim of the perception checkwas to assess whether naïve listeners perceive
the grouping of the coordinates in the way it was intended. By intended we refer
to the indication of conditionwhichwas given to speakers by parentheses around
the grouped names in the production study. Obviously, the intention of speakers
at the time of the production remains unknown to us.

The data of the young and older age groups were rated separately. The record-
ings were distributed across different lists with 147 to 267 items. Each listener
judged one list and each list was judged by seven or eight listeners.

The perception check of the productions of the young speakers was conducted
in presence of several listeners in the same room with a paper-and-pen version.
Data of 31 listeners (22 female, 9 male; age range: 18–41, mean: 24.1 years, SD: 5.8)
were analysed. Another 11 listeners took part in the study, but had to be excluded
due to technical problems (𝑛 = 9), German as a non-native language (𝑛 = 1) or
a hit-rate 2 SD below the mean hit-rate of all listeners (𝑛 = 1, see Huttenlauch
et al. 2021 for more details).
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For the productions of the older speakers, the perception check was trans-
ferred onto OpenSesame (Mathôt et al. 2012) and was run as a web-based study
on JATOS (Lange et al. 2015) in individual sessions. Data of 49 listeners (29 fe-
male, 9 male, 11 other/no information; age range: 18–63, mean: 24.63 years, SD:
6.3) were analysed. Another five listeners took part in the study, but had to be
excluded due to technical problems.

In the analysis of the perception check, the exclusion threshold for individ-
ual productions was set to a hit-ratio 2 SD below the mean ratio, as suggested
by standard assumptions on the exclusion of data points (e.g., Howell et al. 1998).
Hit-ratio was calculated separately for each production as the number of congru-
ent rates (i.e., correct identification of the intended grouping/condition, referred
to as hit-rate) divided by the number of total rates. Applying this criterion, 36
productions (4%, 11 nobrack, 25 brack) in the group of the young speakers and 66
productions (4%, 39 nobrack, 27 brack) in the group of the older speakers fell be-
low the threshold and were excluded from further analyses. For a more detailed
description of procedure and analysis of the perception check see Huttenlauch
et al. (2021).

2.5 Segmentation and measurements

In addition to the productions excluded based on the perception check, three
productions were excluded from analysis in the data set of the older speakers:
due to hesitations that made the analysis of condition impossible (𝑛 = 2) and due
to recording problems (𝑛 = 1). The final data set comprised 2355 productions
(young: 864, older: 1491). Table 2 provides an overview of how the productions
distribute across age groups, conditions, and contexts.

Table 2: Distribution of productions entering statistical analyses across
age groups, conditions, and contexts in the final data set.

age group condition young child elderly non-native noise

younger
nobrack 87 85 90 90 87
brack 83 88 89 86 79

older
nobrack 141 148 148 151 153
brack 151 153 153 148 145

For the extraction of the three prosodic cues under investigation, segment
boundaries and pauses were manually annotated in Praat (Boersma & Weenink
2019, version 6.0.32) by following the criteria in Turk et al. (2006). Silent intervals
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of at least 20 ms duration were considered as pauses (following the procedure in
Petrone et al. 2017). F0-minima (L) and F0-maxima (H) on bothName1 andName2,
were manually annotated (example TextGrids are given in Figure 1). The points
were set into parts of the signal, where F0 can be reliably measured (i.e., avoiding
the edges of segments, glottalised parts in the signal, and parts with other non-
modal voice quality). The F0 contour mostly displayed a rising movement on
Name1 and Name2, respectively (i.e., L preceded H). Only in a few cases, speakers
produced a falling F0 movement on Name1 (young speakers: 88 falls versus 776
rises, older speakers: 108 falls versus 1368 rises) or Name2 (older speakers: 13 falls
versus 1458 rises). For some productions in the data of the elderly speakers it was
impossible to find reliable locations to annotate either L and/or H points and it
was, thus, impossible to measure the F0 range. In those cases, the corresponding
item was excluded from the analysis of F0 range for Name1 and/or Name2. This
applies to 15 items (1.0% of the productions of older speakers) in the condition
without internal grouping and to 20 items (1.3% of the productions of older speak-
ers) with internal grouping. All in all, we aimed for an approach of measuring F0
range that was applicable to the majority of the recordings. For further segmen-
tation criteria see Huttenlauch et al. (2021). For Name1 and Name2 separately, we
calculated the three variables F0 range, final lengthening, and pause. The vari-
able F0 range reflects the range between the F0-minimum and the F0-maximum
on NameX in semitones (st; calculated as 12 × log2(F0H/F0L)). The variable fi-
nal lengthening reflects the duration of the final vowel of NameX divided by the
duration of NameX (in %, the final vowel is annotated as V on the second tier
of the TextGrid in Figure 1.). The pause variable reflects the duration of a possi-
ble pause after NameX divided by the duration of the whole utterance (in %). We
chose relative instead of absolute measures as they are independent of individual
speech rates and mean fundamental frequency. However, to descriptively assess
potential age-related effects, absolute durational measurements were taken into
consideration.

2.6 Statistical analysis

The workflow of the statistical analyses was similar to that in Huttenlauch et al.
(2021), additionally comprising a group comparison between young and older
speakers. For each dependent variable (F0 range, final lengthening, pause) on
Name1 and Name2, we ran separate linear mixed-effects regression models in
R (R Core Team 2018). Each model estimated the difference in the dependent
variables between the two age groups (young and older speakers), between the
four context comparisons, and between the two conditions (brack and nobrack),
if applicable. Interactions between context and age group were added to further
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explore the dependencies of the differences, as well as interactions of context
and age group with condition. A maximal model including all main effects and
their interactions, as previously described, as well as including a random effects
structure with all possible variance components and correlation parameters as-
sociated with the four within-subject contrasts (child vs. young, elderly vs.
young, non-native vs. young, noise vs. young) was always fit first.2 In order
to avoid overfitting of the random effects structure, we followed the approach
outlined in Bates et al. (2015) and conducted an iterative reduction of model com-
plexity. A more detailed explanation of the model reduction, along with all re-
duced models and the complete model outputs of the fixed effects, can be found
on an Open Science Framework project page (https://osf.io/fc8nz) together with
the data and code. In the results section, we will only report the statistically sig-
nificant effects which comprise main effects of condition and/or main effects and
interactions of age group.

3 Results

In the following, we will first present descriptive results from absolute and rela-
tive measurements with a focus on age, including a statistical comparison of the
age groups. Hereafter, we will turn towards the results of linear mixed models fit
to compare the age groups regarding their use of prosodic cues for disambigua-
tion (RQ1) and regarding their adaptation to different interlocutors (RQ2).

3.1 Descriptive statistics and statistical age group comparison of
absolute durational measurements

In the main section of our analysis, we analysed the use of prosodic cues by
measuring the relative duration of speech segments and pauses. This method al-
lowed us to understand how prosodic cues were used, regardless of individual

2Prosodic_cue ∼ 1 + condition*context*age_group +
(1 + condition +
child_vs_young + elderly_vs_young + nonnat_vs_young + noise_vs_young +
age_group +
condition:age_group +
condition:child_vs_young + condition:elderly_vs_young +
condition:nonnative_vs_young + condition:noise_vs_young +
child_vs_young:age_group + elderly_vs_young:age_group +
nonnative_vs_young:age_group + noise_vs_young:age_group +
condition:child_vs_young:age_group + condition:elderly_vs_young:age_group +
condition:nonnative_vs_young:age_group +
condition:noise_vs_young:age_group | speaker)
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differences in speaking rate or the absolute duration of sounds. Before present-
ing the relative measurements, we will present some absolute durational mea-
surements to compare the differences between younger and older speakers (cf.
Table 3). However, we will not include measurements of average F0 by age group
because the speaker groups had mixed genders, which could affect our estima-
tion of differences in F0 between the groups.

Table 3: Descriptive statistics of absolute durational measurements by
age group and statistical group comparison.

Younger Older Comparison

Measurement (ms) mean SD mean SD 𝑝
utterance duration 1964.63 292.16 2181.25 444.80 < 0.0001
final vowel duration (Name1) 129.61 40.09 144.68 46.20 < 0.0001
pause duration (after Name2) 172.93 195.24 262.83 330.05 < 0.0001
final vowel duration (Name2) 181.53 59.51 198.24 65.57 < 0.0001

In our data set we observe longer absolute durations for older as compared to
younger speakers for the whole utterance (mean difference of 217 ms), the final
vowels of Name1 and Name2 (mean difference of 15 ms and 17 ms, respectively),
and the pause after Name2 (mean difference of 89.9 ms). All age group compar-
isons were statistically significant in linear models with age group as a single
sum-contrasted predictor (0.5 for young and −0.5 for older speakers). Moreover,
we observe a higher degree of variation (larger SDs) for older speakers than for
young speakers across all durational measurements.

3.2 Descriptive statistics of relative measurements

Relative measurements of F0 range, final lengthening, and pause were used to
explore the use of prosodic cues for the disambiguation of coordinates with and
without internal grouping. Figure 4 shows a visual description of mean location
and spread of F0 range as well as final lengthening on Name1 by age group, con-
text, and condition. For both cues and for each context, the mean values in the
brack condition are lower for younger than for older speakers, while in the no-
brack condition in all contexts except young, the mean values are larger for
younger compared to older speakers. Considering these raw data visually, the
difference between conditions is larger in the productions of young speakers
than in that of older speakers. We did not run statistical analyses and do not
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Figure 4: Distribution of raw values of F0 range (left panel) and fi-
nal lengthening (right panel) on Name1 (y-axis) divided by context (x-
axis), condition (colour: grey for nobrack, green for brack), and age
group (shape: circles for young speakers, triangles for older speakers).
Whiskers show 95% confidence intervals.
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Figure 5: Distribution of raw values of F0 range (left panel), final length-
ening (mid panel), and pause (right panel) onName2 (y-axis) divided by
context (x-axis), condition (colour: grey for nobrack, green for brack),
and age group (shape: circles for young speakers, triangles for older
speakers). Whiskers show 95% confidence intervals.
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report descriptive statistics on pause duration after Name1 since mostly zero val-
ues were produced by the participants. That is, a pause after Name1 was only
produced in 206 out of 2355 trials in total, 175 times in the nobrack condition
and 31 times in the brack condition. Figure 5 shows a visual description of mean
location and spread of F0 range, final lengthening, and pause on/after Name2
by age group, context, and condition. There is no apparent visual pattern that
would apply to both speaker groups and all three cues. For F0 range and pause
in the brack condition, young speakers produced smaller mean values than older
speakers. For final lengthening in general and F0 range of the nobrack condition,
the values are more mixed between age groups. With regard to the direction of
the difference in the degree of F0 range and final lengthening between the brack
and nobrack condition, both prosodic cues show smaller values in brack than
in nobrack on Name1 and the opposite pattern, larger values in brack than in
nobrack, on Name2.

To summarise, a visual inspection of the raw data reveals differences between
the two age groups in the amount to which the different prosodic cues were
produced in the respective contexts and conditions. Nevertheless, the general
patterns for each cue are quite similar across contexts for both, young and older
speakers. That is, for instance for F0 range in the brack condition in Figure 5 (left
panel, green data points), the connecting lines between contexts have slopes in
the same directions between speaker groups and in any case do not cross. We
are aware that the descriptive analysis of the data does not allow for any gener-
alisations. In the following sections, we will present the results of the statistical
models we ran on each cue and Name individually.

3.3 Statistical analyses on Name1

3.3.1 F0 range on Name1

Results for F0 range on Name1 are reported from a reduced model3 (all final
models and code can be found on https://osf.io/fc8nz). Several effects were sta-
tistically significant (see Table 4 and https://osf.io/fc8nz).

3F0_name1 ∼ 1 + condition*context*age_group +
(1 + child_vs_young + elderly_vs_young + noise_vs_young +
age_group +
condition:age_group +
nonnative_vs_young:age_group +
condition:child_vs_young:age_group +
condition:nonnative_vs_young:age_group | speaker)
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Table 4: Selected model estimates and 95% confidence intervals of the
fixed effects for F0 range on Name1 including main effect of condition
and main effect and interactions of age group. * 𝑝 < 0.05; ** 𝑝 < 0.01.

Predictor Estimate 95% CI

Intercept 4.666** (4.060, 5.273)
condition −1.236** (−1.559, −0.913)
age group 0.002 (−1.211, 1.216)
condition:age group −0.593 (−1.239, 0.053)
child vs. young:age group 1.225** (0.563, 1.886)
elderly vs. young:age group 0.757 (−0.259, 1.773)
non-native vs. young:age group 0.928* (0.217, 1.639)
noise vs. young:age group 1.193* (0.230, 2.155)
condition:child vs. young:age group 0.051 (−0.515, 0.616)
condition:elderly vs. young:age group −0.013 (−0.450, 0.423)
condition:non-native vs. young:age group 0.130 (−0.404, 0.664)
condition:noise vs. young:age group 0.271 (−0.170, 0.712)
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Figure 6: Model predictions for F0 range on Name1 (y-axis) divided
by age group (younger speakers left panel, older speakers right panel),
condition (x-axis), and context (colour).Whiskers show 95% confidence
intervals.
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The statistically significant main effect of condition (𝛽 = −1.236, 𝑝 < 0.0001)
confirms that F0 range was used for the disambiguation of brack and nobrack
on Name1 by speakers of both age groups: The F0 range in the brack condition
was decreased by about 2.5 semitones compared to the nobrack condition. With
respect to age-related differences in situational (in)dependence, the statistically
significant two-way interactions of the context comparisons child vs. young
(𝛽 = 1.225, 𝑝 = 0.0003), non-native vs. young (𝛽 = 0.928, 𝑝 = 0.011), and noise
vs. young (𝛽 = 1.193, 𝑝 = 0.016) with age group, respectively, indicate general
age-related differences when addressing the child and non-native as compared
to the young interlocutor, as well as age-related differences in noisy vs. non-
noisy settings with a young interlocutor. In all of the three context comparisons,
young speakers increased their F0 range compared to context young, while older
speakers decreased their F0 range. Model predictions for F0 range on Name1 by
condition, context, and age group are displayed in Figure 6.

3.3.2 Final lengthening on Name1

Results for final lengthening on Name1 are reported from a reduced model.4 Sev-
eral effects were statistically significant (see Table 5 and link in Section 2.6). The
statistically significant main effect of condition (𝛽 = −2.366, 𝑝 < 0.0001) con-
firms that final lengthening was used for the disambiguation of brack and no-
brack on Name1 by speakers of both age groups: Final lengthening was decreased
in the brack condition (where the final vowel span about 31% of the total name du-
ration) as compared to the nobrack condition (where the final vowel span about
36% of the total name duration). With respect to age-related differences in situa-
tional (in)dependence, the statistically significant two-way interaction of the con-
text comparison child vs. young with age group (𝛽 = 1.449, 𝑝 = 0.002) indicates
that young speakers, in contrast to older speakers, increased final lengthening
when addressing the child compared to the young interlocutor. A similar pattern
is predicted by the model for the context comparison non-native vs. young,
for which the interaction with age group was statistically significant (𝛽 = 1.877,
𝑝 = 0.028):While final lengthening is increased by young speakers when address-
ing the non-native as compared to the young interlocutor, final lengthening is
decreased by older speakers. Model predictions for final lengthening on Name1
by condition, context, and age group are displayed in Figure 7.

4The model can be found at https://osf.io/fc8nz.
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Table 5: Selected model estimates and 95% confidence intervals of the
fixed effects for final lengthening on Name1 including main effect of
condition and main effect and interactions of age group. * 𝑝 < 0.05;
**𝑝 < 0.01.

Predictor Estimate 95% CI

Intercept 33.848** (32.716, 34.980)
condition −2.366** (−2.949, −1.784)
age group −0.794 (−3.058, 1.469)
condition:age group −1.001 (−2.166, 0.164)
child vs. young:age group 1.449* (0.063, 2.834)
elderly vs. young:age group 1.962 (−0.255, 4.179)
non-native vs. young:age group 1.877* (0.203, 3.551)
noise vs. young:age group 1.371 (−0.289, 3.032)
condition:child vs. young:age group −0.841 (−2.226, 0.545)
condition:elderly vs. young:age group −0.361 (−1.740, 1.017)
condition:non-native vs. young:age group −0.612 (−1.995, 0.771)
condition:noise vs. young:age group −0.726 (−2.124, 0.672)
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Figure 7: Model predictions for final lengthening on Name1 (y-axis) di-
vided by age group (younger speakers left panel, older speakers right
panel), condition (x-axis), and context (colour). Whiskers show 95%
confidence intervals.
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3.4 Statistical analyses on Name2

3.4.1 F0 range on Name2

Results for F0 range on Name2 are reported from a reduced model.5 Several ef-
fects were statistically significant (see Table 6 and link in Section 2.6). The statis-
tically significant main effect of condition (𝛽 = 3.04, 𝑝 < 0.0001) confirms that F0
range was used for the disambiguation of brack and nobrack on Name2 across
both age groups: The F0 range in the brack condition was increased by about
six semitones compared to the nobrack condition. With respect to age-related
differences in situational (in)dependence, the significant two-way interaction of
the context comparison child vs. young with age group (𝛽 = 0.873, 𝑝 = 0.011)
indicates general age-related differences in approaching the child interlocutor
compared to the young interlocutor: The F0 range was larger for young speakers
than that of older speakers when addressing the child in comparison to the young
interlocutor. These age-related patterns diverge even more when context-related
prosodic disambiguation is considered and condition is taken into account. The
significant three-way interaction of condition, context comparison child vs. con-
text young, and age group (𝛽 = −0.799, 𝑝 = 0.018) indicates that young speakers
increased the F0 range in both conditions, brack and nobrack, when addressing
the child as compared to the young interlocutor, while older speakers did so
only in the brack condition. In the nobrack condition, however, older speakers
decreased the F0 range, resulting in an enhanced difference between the condi-
tions when addressing the child as compared to the young interlocutor. Model
predictions for F0 range on Name2 by condition, context, and age group are dis-
played in Figure 8.

3.4.2 Final lengthening on Name2

Results for final lengthening on Name2 are reported from a reduced model.6 Sev-
eral effects were statistically significant (see Table 7 and link in Section 2.6). The
statistically significant main effect of condition (𝛽 = 5.071, 𝑝 < 0.0001) confirms
that final lengthening was used for the disambiguation of brack and nobrack on
Name2 by speakers of both age groups: Final lengthening was increased in the
brack condition (the final vowel of Name2 span about 45% of the total duration
of Name2) compared to the nobrack condition (the final vowel span about 35%
of the total name duration). Regarding age-related differences in prosodic dis-
ambiguation and situational (in)dependence, the three-way interaction between

5The model can be found on https://osf.io/fc8nz.
6The model can be found on https://osf.io/fc8nz.
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Table 6: Selected model estimates and 95% confidence intervals of the
fixed effects for F0 range on Name2 including main effect of condition
and main effect and interactions of age group. * 𝑝 < 0.05; ** 𝑝 < 0.01.

Predictor Estimate 95% CI

Intercept 7.097** (6.370, 7.824)
condition 3.040** (2.613, 3.468)
condition:age group −0.345 (−1.200, 0.510)
child vs. young:age group 0.873* (0.121, 1.626)
elderly vs. young:age group 0.573 (−0.413, 1.559)
non-native vs. young:age group 0.636 (−0.384, 1.655)
noise vs. young:age group 0.642 (−0.351, 1.635)
condition:child vs. young:age group −0.779* (−1.419, −0.139)
condition:elderly vs. young:age group −0.684 (−1.524, 0.156)
condition:non-native vs. young:age group −0.306 (−0.968, 0.356)
condition:noise vs. young:age group −0.442 (−1.193, 0.309)
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Figure 8: Model predictions for F0 range on Name2 (y-axis) divided
by age group (younger speakers left panel, older speakers right panel),
condition (x-axis), and context (colour).Whiskers show 95% confidence
intervals.
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Table 7: Selected model estimates and 95% confidence intervals of the
fixed effects for final lengthening on Name2 including main effect of
condition and main effect and interactions of age group. * 𝑝 < 0.05; **
𝑝 < 0.01.

Predictor Estimate 95% CI

Intercept 40.813* (39.477, 42.149)
condition 5.071* (4.284, 5.858)
condition:age group −0.248 (−1.822, 1.325)
child vs. young:age group 0.766 (−0.584, 2.116)
elderly vs. young:age group 0.943 (−0.399, 2.286)
non-native vs. young:age group 0.880 (−0.467, 2.227)
noise vs. young:age group 1.374 (−0.368, 3.115)
condition:child vs. young:age group −1.811** (−3.161, −0.462)
condition:elderly vs. young:age group −1.939** (−3.281, −0.596)
condition:non-native vs. young:age group −1.455 (−3.035, 0.125)
condition:noise vs. young:age group −0.536 (−1.898, 0.827)
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Figure 9: Model predictions for final lengthening on Name2 (y-axis) di-
vided by age group (younger speakers left panel, older speakers right
panel), condition (x-axis), and context (colour). Whiskers show 95%
confidence intervals.
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condition, the context comparison child vs. young, and age group (𝛽 = −1.811,
𝑝 = 0.009) indicates that young speakers decreased final lengthening in the brack
condition when addressing the child as compared to addressing the young inter-
locutor, thus decreasing the difference between the conditions. On the contrary,
older speakers decreased final lengthening for the same context comparison in
the nobrack condition, thus increasing the difference between the conditions.
An additional three-way interaction between condition, elderly vs. young and
age group (𝛽 = −1.939, 𝑝 = 0.005) indicates that young speakers increased fi-
nal lengthening in the nobrack condition when addressing the elderly as com-
pared to the young interlocutor. That is, they reduced the difference between
the conditions in context elderly, compared to context young. Older speakers
showed a different behaviour: They increased final lengthening when addressing
the elderly as compared to the young interlocutor in the brack condition, thus
enhancing the difference between the conditions in context elderly. Model pre-
dictions for final lengthening on Name2 by condition, context, and age group are
displayed in Figure 9.

3.4.3 Pause after Name2

Since the random effects structure of the model analysing pause after Name2
could not be reduced without a significant drop in model fit, results are reported
from the maximal model. None of the effects were statistically significant (see
Table 8 and link in Section 2.6).

Table 8: Selected model estimates and 95% confidence intervals of the
fixed effects for pause after Name2 including main effects and interac-
tions of age group. * 𝑝 < 0.05; ** 𝑝 < 0.01.

Predictor Estimate 95% CI

Intercept 19.398** (14.827, 23.968)
age group −0.019 (−9.160, 9.122)
child vs. young:age group −1.560 (−10.505, 7.386)
elderly vs. young:age group −1.202 (−10.113, 7.709)
non-native vs. young:age group −1.048 (−10.001, 7.906)
noise vs. young:age group 16.472 (−21.986, 54.930)
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4 Discussion

In the current study, we compared the use of prosodic cues produced to disam-
biguate the internal grouping of coordinated three-name sequences (coordinates)
in two conditions, that is, without and with internal grouping of the first two
names (nobrack and brack, respectively) between two age groups: young (19–
34 years) and older (61–80 years) speakers of German. We focused our analy-
sis on the three prosodic cues F0 range, final lengthening, and pause on/after
Name1 and Name2. As age affects the stability and variability of tonal and du-
rational features in general, we tested for potential age effects on the modula-
tion of the three prosodic cues for structural disambiguation. Furthermore, we
explored whether the situational (in)dependence of disambiguating prosody dif-
fers between younger and older speakers, considering their prosodic adaptation
to varying contexts. To this end, in both age groups, we elicited coordinates by
means of a referential communication taskwith five contexts: addressing a young
adult, a child, an elderly adult, a young non-native adult, and the young adult
with background noise.

Looking at the data, we note two things: First of all, descriptively, younger
and older speakers produced the three prosodic cues overall quite similarly for
prosodic disambiguation and even in the different contexts. This visual observa-
tion receives support from the statistical models: For none of the prosodic cues,
did the statistical models reveal a main effect of age group. That is, for the use
of prosodic cues to mark the internal grouping of coordinates, our data do not
provide evidence for a general age-related effect. Second, despite the similarity
of the produced prosodic cues, the productions of the older group of speakers are
more variable than those of the younger ones, an effect that is evident in larger
standard deviations and confidence intervals of the model estimates and the raw
data. Increased variability with increased age regarding F0 and durational values
is in line with findings of previous studies (Scukanec et al. 1992, 1996, Lortie et al.
2015, Santos et al. 2021, among others).

Regarding our first research question, whether older compared to younger
speakers show a more extreme use of F0 range, final lengthening, and pause
on Name1 and Name2 to mark the internal grouping, our data do not provide ev-
idence for age-related increases in cue use. In absolute measures, though, older
speakers produced longer utterances and longer final vowels on Name1 and
Name2 than young speakers, which corresponds to a slower speaking rate since
all productions had the same number of syllables. A slower speaking rate is in
line with previous findings in the literature (Kemper et al. 1995, Scukanec et al.
1996, Harnsberger et al. 2008, Barnes 2013, Smiljanic & Gilbert 2017, Dimitrova
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et al. 2018, Tuomainen & Hazan 2018, Hazan et al. 2019, Tuomainen et al. 2019,
2021). Nevertheless, independent of age, speakers in both age groups marked the
internal grouping globally in line with the Proximity/Similarity model (Kentner
& Féry 2013) using all three cues investigated: In the brack condition, on Name1,
speakers of both age groups produced a smaller F0 range and less final length-
ening compared to the nobrack condition. This is considered a weakening of the
prosodic boundary indicating the sisterhood of the neighbouring element (i.e.,
Name2 in this case) by Kentner & Féry (2013). On Name2, this pattern was re-
versed: In the brack condition, speakers of both age groups increased the F0 range
and the lengthening of the final segment compared to the nobrack condition and,
additionally, inserted a pause after Name2 in the brack condition. This increase
of prosodic cues is considered a strengthening of a prosodic boundary (Kentner
& Féry 2013). For none of the prosodic cues was the interaction between age
group and condition statistically significant. We, thus, did not find support for
age-related more extreme use of disambiguating prosodic cues. Across both age
groups, the results of the perception checks confirmed that the internal grouping
was produced successfully, as the conditions could reliably be recovered by naïve
listeners. Only about 4% of the data in each age group led to misunderstandings.
That is, despite the variability in the data, speakers of both age groups produced
the disambiguating prosodic cues in such a clear way that listeners could cor-
rectly resolve the underlying syntactic structure.

Regarding our second research question, whether young and older speakers
differ in adapting their use of prosodic cues when addressing varying interlocu-
tors, our data show substantial similarities across age groups. For several model
predictions, the estimated means of the non-baseline contexts within one con-
dition deviate in the same direction from the young baseline context in both
age groups (cf. brack in Figures 7 and 8). This also explains why only few in-
teractions of context, condition, and age group revealed statistical significance.
Nevertheless, there are slight differences between the age groups regarding their
adaptations. We will focus our discussion on statistically significant three-way-
interactions of age groups, contexts, and condition, as we are mainly interested
in the interplay of all three factors.

The two age groups diverged most strongly when addressing a child as com-
pared to a young interlocutor: On Name2, the older speakers produced larger
F0 ranges for the child compared to the young interlocutor in condition brack
and smaller F0 ranges along with decreased final lengthening in condition no-
brack, thus increasing the difference between conditions when addressing the
child. Younger speakers, however, rather slightly decreased the difference be-
tween brack and nobrack when addressing the child as they reduced final length-
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ening in the brack condition. This enhanced difference between conditions in
older speakers can be interpreted as more adaptation to the child interlocutor
in older than in younger speakers. Such an enhanced difference between con-
ditions in older compared to younger speakers also holds true for the context
with the elderly interlocutor. Here, the older speakers slightly increased the dif-
ference between the conditions by means of an increase in final lengthening on
Name2 in the brack condition while the young speakers showed the reverse pat-
tern: They decreased the difference in final lengthening between the conditions
by increasing final lengthening in nobrack. Interestingly, from the viewpoint
of disambiguation, speakers in both age groups produced a stronger distinction
between conditions when addressing their peer compared to addressing a non-
age-matched interlocutor: young speakers addressing the young interlocutor and
older speakers addressing the elderly interlocutor. We are not aware of any sim-
ilar findings in the literature. Yet, despite being statistically significant, these
differences in adaptation between age groups were in fact quite small in abso-
lute terms, and did not affect the disambiguation of coordinates, as revealed by
the perception check. Together with the large variability in the productions of
the older speakers (cf. larger 95% confidence intervals in the Figures with model
predictions than for younger speakers), it is questionable whether the effects in
the child and elderly contexts compared to the young context are reproducible
in the same manner in future studies.

In the remaining two contexts (non-native interlocutor and speech in noise),
our data did not demonstrate evidence for differences between the age groups.
Given this and given the fact that any context differences across groups did not
impact on disambiguation of coordinates in general, regarding our second re-
search question, our data speak in favour of situational independence in both
age groups (Schafer et al. 2000, Kraljic & Brennan 2005, Speer et al. 2011). Mod-
els of situational independence assume that disambiguating prosody is realised
automatically as part of the production process on the side of the speaker and is
therefore largely independent of the presence or absence of a listener, the type of
listener, or the situational setting. As such, it seems plausible that disambiguating
prosody is also independent of the age of the speaker. Our data add to the litera-
ture on the effects of different types of interlocutors and the absence/presence of
noise on the use of disambiguating prosodic cues the dimension of speaker age.
The findings show that situational independence in production of disambiguat-
ing prosody holds for older speakers, too, and that prosody production is a stable
automatic part of the production process also in older speakers.

Thus, whereas age has frequently been shown to affect other areas of language
production (i.e., word-finding abilities, increased phonetic variability, or altered
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acoustic characteristics), it does not seem to have a (listener-relevant) impact on
production of prosodic cues in ambiguous structures. This is in line with an ob-
servation by Lortie et al. (2015) regarding a more variable voice in older speakers
that did not interact with the ability to control fundamental frequency (partici-
pants in their studywere asked to produce normal, low, and high frequency voice
in sustained vowels). In this sense, our study provides evidence that one impor-
tant part of the prosody-syntax interface is not modulated by age effects: the use
of the prosodic cues F0 range, final lengthening, and pause for disambiguation
of structurally ambiguous coordinates. Our findings on prosody production in
older adults are also of importance in the larger context of investigating linguis-
tic prosody in populations with acquired language and communication disorders
resulting from brain lesions (i.e., aphasia or right-hemisphere brain lesions), since
participants in these studies are usually older than the typical age groups covered
in most studies on healthy prosody processing.

In summary, our data confirm the well-known general age-related changes
in absolute durational measures. However, when it comes to the use of tonal
and durational prosodic cues to disambiguate the underlying syntactic structure,
older speakers modulated duration and F0 range similarly to younger speakers
with, if at all, only minimal differences between the the age groups of speakers in
our sample. The finding of limited adaptation to different interlocutors favours
models of situational independence of disambiguating prosody across both age
groups and shows that production of disambiguating prosody at the prosody-
syntax interface is unaffected by age.

5 Conclusion

In conclusion, young and older speakers in our production study globallymarked
the internal grouping of coordinated name sequences using F0 range, final length-
ening, and pause in a similar way. The modulation of disambiguating prosodic
cues seems to be independent of age-related changes in absolute durations.
Across both age groups, the use of prosodic cues to resolve the ambiguity in the
internal structure of coordinates dominated in comparison to possible prosodic
accommodations to the contexts, which we interpret as evidence for situational
independence of disambiguating prosody. Prosodic disambiguation thus turns
out to be a stable automatic part of the production process, regardless of speaker
age.
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Prosodic boundary phenomena

In spoken language comprehension, the hearer is faced with a more or less continuous
stream of auditory information. Prosodic cues, such as pitch movement, pre-boundary
lengthening, and pauses, incrementally help to organize the incoming stream of informa-
tion into prosodic phrases, which often coincide with syntactic units. Prosody is hence
central to spoken language comprehension and some models assume that the speaker
produces prosody in a consistent and hierarchical fashion. While there is manifold em-
pirical evidence that prosodic boundary cues are reliably and robustly produced and
effectively guide spoken sentence comprehension across different populations and lan-
guages, the underlying mechanisms and the nature of the prosody-syntax interface still
have not been identified sufficiently. This is also reflected in the fact that most models
on sentence processing completely lack prosodic information.

This edited book volume is grounded in a workshop that was held in 2021 at the
annual conference of the Deutsche Gesellschaft für Sprachwissenschaft (DGfS). The
five chapters cover selected topics on the production and comprehension of prosodic
cues in various populations and languages, all focusing in particular on processing of
prosody at structurally relevant prosodic boundaries. Specifically, the book comprises
cross-linguistic evidence as well as evidence from non-native listeners, infants, adults,
and elderly speakers, highlighting the important role of prosody in both language pro-
duction and comprehension.
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